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Like most philosophers, I encountered a bit of rationalism (Plato and Descartes) and a bit of empiricism (Hume) in my first formal introduction to the subject. And like most students of philosophy I found the rationalists endlessly fascinating, but not in the least believable. It seemed obvious to me, as it does to most, that all our knowledge is based upon sensory experience. Then one day I heard about Galileo’s thought experiment showing that all bodies must fall at the same rate—I almost fell out of my chair. It was a wonderful intellectual experience. Suddenly, traditional rationalism seemed a live option; perhaps my philosophical heroes—Plato, Descartes, and Leibniz—were on the right track after all.

All of this remained on the back burner until a couple of years ago when I got around to looking at thought experiments in general. I was surprised by two things. First, that there is remarkably little literature on the subject. People often use the expression ‘thought experiments’, but hardly anyone has thought seriously (or at least written extensively) about them. The second thing I was surprised at was that my old rationalist sentiments stood up; if anything, they have been reinforced by looking at this topic anew. I have long held a platonistic view of mathematics; I now hold a platonistic view of physics as well.

In brief, the book is as follows. The first chapter introduces the subject by giving several examples of thought experiments. A multitude of cases is necessary since I have no definition of thought experiment to work with; we need a variety of paradigm instances. But this is not the only reason for describing several specimens. They are such a pleasure to contemplate that it’s an opportunity not to be missed.

With lots of examples under our belt we can begin to talk about how they work. This task is begun in chapter two, which offers a
taxonomy of thought experiments. Some commentators say thought experiments do this or that or some other thing. Actually they do several quite distinct things and chapter two tries to classify their diverse uses.

Chapter three is a defence of platonism in mathematics. It serves as a model of how I’d like theorizing about thought experiments to go. Platonism in the philosophy of mathematics, though a minority view, is eminently respectable, whereas a priorism about the physical world is likely be dismissed out of hand. So the point of the third chapter is to carry empiricist-, naturalist-, and physicalist-minded readers as gently as possible into chapter four which contends that we really do have some a priori knowledge of nature. Of course, the great bulk of our knowledge must be accounted for along empiricist lines; but there is, I contend, the odd bit that is a priori and it comes from thought experiments. Not all thought experiments generate a priori knowledge. Only a very select class is capable of doing so. This a priori knowledge is gained by a kind of perception of the relevant laws of nature which are, it is argued, interpreted realistically. Just as the mathematical mind can grasp (some) abstract sets, so the scientific mind can grasp (some of) the abstract entities which are the laws of nature.

The next two chapters function as a kind of test of my platonist outlook, though I hope there is some independent interest in these final chapters as well. A novel interpretation of Einstein is offered in chapter five. It attempts to make sense of what is commonly thought to be Einstein’s ‘youthful empiricism’ and his ‘mature realism’ as well as accounting for the role of thought experiments in his scientific work.

Chapter six surveys some of the philosophical problems of quantum mechanics and some of the interpretations which have been proposed to solve them. Though my discussion of thought experiments has been mainly about the epistemology of science, much ontological machinery has been developed. Laws of nature, understood as real entities in their own right, are now put to work to give an account of quantum phenomena—not just thought experiments about quantum phenomena, but the actual measurement results themselves—which is realistic and does not violate the locality requirements of special relativity.

It is a commonplace at this point in a preface for authors to say that they are less interested in having their own views stand up to close scrutiny than in stimulating interest in their chosen subjects.
Of course, such remarks are largely disingenuous. Nobody wants to be shot down in flames—certainly I don’t; yet the chance of this happening is great since the central views put forward here are far removed from mainstream thinking about how either science or nature work. Even if some of my claims are on the right track, the details are bound to be seriously flawed. At best this work is a first attempt at a (modern) rationalist interpretation of science. So it is probably wise for me also to take the disingenuous route and declare that I am content to provoke interest in the subject of thought experiments, and to hope that readers are more than usually indulgent.

I mentioned that there is very little literature on the subject of thought experiments. This lamentable state of affairs is about to change radically. Two other books are soon to be published: Nicholas Rescher (ed.), *Thought Experiments*, and Roy Sorensen, *Thought Experiments*. I have seen some of the contributions to the first and they have played a role in my developing views. This is especially true of John Norton’s excellent essay, ‘Thought Experiments in Einstein’s Work’. In several places below I borrow from it or argue against it. Norton’s is one of the most intelligent and persuasive pieces going on this subject. Unfortunately, I found out about Roy Sorensen’s book too late to let it have any impact on this one—though it certainly would have if I’d read it earlier. It’s a rich, readable, and wide-ranging work, bound to be influential over the long haul. If an antidote to my gung-ho platonism should be needed, then it can be found in either Norton’s empiricism or Sorensen’s naturalism. Both are warmly recommended.

Kukla, Igal Kvart, Lin Li, Ma Jin-Song, Penelope Maddy, Elena Mamchur, James McAllister, Cheryl Misak, Margaret Morrison, William Newton-Smith, John Norton, Kathleen Okruhlik, David Papineau, Kent Peacock, Michael Ruse, David Savan, Valerie Schweitzer, William Seager, Roy Sorensen, Demetra Sfendonimenzou, Jacek Urbaniec, Alasdair Urquhart, Wang Jian-Hua, Kathleen Wilkes, and Polly Winsor. I’m grateful to them all. Finally, I am extremely grateful to David Kotchan who did the diagrams.

*Note to paperback edition*

I have taken this opportunity to correct a few slips and misprints. I am especially grateful to Kent Peacock who pointed many of these out to me.
Thought experiments are performed in the laboratory of the mind. Beyond that bit of metaphor it’s hard to say just what they are. We recognize them when we see them: they are visualizable; they involve mental manipulations; they are not the mere consequence of a theory-based calculation; they are often (but not always) impossible to implement as real experiments either because we lack the relevant technology or because they are simply impossible in principle. If we are ever lucky enough to come up with a sharp definition of thought experiment, it is likely to be at the end of a long investigation. For now it is best to delimit our subject matter by simply giving examples; hence this chapter called ‘Illustrations’. And since the examples are so exquisitely wonderful, we should want to savour them anyway, whether we have a sharp definition of thought experiment or not.

GALILEO ON FALLING BODIES

Let’s start with the best (i.e., my favourite). This is Galileo’s wonderful argument in the *Discorsi* to show that all bodies, regardless of their weight, fall at the same speed (Galileo, 1974, 66f.). It begins by noting Aristotle’s view that heavier bodies fall faster than light ones (H > L). We are then asked to imagine that a heavy cannon ball is attached to a light musket ball. What would happen if they were released together?

Reasoning in the Aristotelian manner leads to an absurd conclusion. First, the light ball will slow up the heavy one (acting as a kind of drag), so the speed of the combined system would be slower than the speed of the heavy ball falling alone (H > H+L). On the other hand, the combined system is heavier than the heavy ball alone, so it should fall faster (H+L > H). We now have the
absurd consequence that the heavy ball is both faster and slower than the even heavier combined system. Thus, the Aristotelian theory of falling bodies is destroyed.

But the question remains, ‘Which falls fastest?’ The right answer is now plain as day. The paradox is resolved by making them equal; they all fall at the same speed \((H=L=H+L)\).

With the exception of Einstein, Galileo has no equal as a thought experimenter. The historian Alexandre Koyré once remarked ‘Good physics is made \textit{a priori}’ (1968, 88), and he claimed for Galileo ‘the glory and the merit of having known how to dispense with [real] experiments’. (1968, 75) An exaggeration, no doubt, but hard to resist. Galileo, himself, couldn’t resist it. On a different occasion in the \textit{Dialogo}, Simplicio, the mouthpiece for Aristotelian physics, curtly asks Salviati, Galileo’s stand-in, ‘So you have not made a hundred tests, or even one? And yet you so freely declare it to be certain?’ Salviati replies, ‘Without experiment, I am
sure that the effect will happen as I tell you, because it must happen that way'.

(Galileo 1967, 145)

What wonderful arrogance—and, as we shall see, so utterly justified.

**STEVIN ON THE INCLINED PLANE**

Suppose we have a weight resting on a plane. It is easy to tell what will happen if the plane is vertical (the weight will freely fall) or if the plane is horizontal (the weight will remain at rest). But what will happen in the intermediate cases?

Simon Stevin (1548–1620) established a number of properties of the inclined plane; one of his greatest achievements was the result of an ingenious bit of reasoning. Consider a prism-like pair of inclined (frictionless) planes with linked weights such as a chain draped over it. How will the chain move?

There are three possibilities: It will remain at rest; it will move to the left, perhaps because there is more mass on that side; it will move to the right, perhaps because the slope is steeper on that side. Stevin’s answer is the first: it will remain in static equilibrium. The second diagram below clearly indicates why. By adding the links at the bottom we make a closed loop which would
rotate if the force on the left were not balanced by the force on the right. Thus, we would have made a perpetual motion machine, which is presumably impossible. (The grand conclusion drawn from this thought experiment is that when we have inclined planes of equal height then equal weights will act inversely proportional to the lengths of the planes.)

The assumption of no perpetual motion machines is central to the argument, not only from a logical point of view, but perhaps
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psychologically as well. Ernst Mach, whose beautiful account of Stevin I have followed, remarks:

Unquestionably in the assumption from which Stevin starts, that the endless chain does not move, there is contained
primarily only a purely instinctive cognition. He feels at once, and we with him, that we have never observed anything like a motion of the kind referred to, that a thing of such a character does not exist.... That Stevin ascribes to instinctive knowledge of this sort a higher authority than to simple, manifest, direct observation might excite in us astonishment if we did not ourselves possess the same inclination.... [But,] the instinctive is just as fallible as the distinctly conscious. Its only value is in provinces with which we are very familiar.

(1960, 34ff.)
Richard Feynman, in his *Lectures on Physics*, derives some results concerning static equilibrium using the principle of virtual work.

He remarks, ‘Cleverness, however, is relative. It can be done in a way which is even more brilliant, discovered by Stevin and inscribed on his tombstone…. If you get an epitaph like that on your gravestone, you are doing fine.’ (Feynman 1963, vol. I, ch. 4, 4f.)

**NEWTON ON CENTRIPETAL FORCE AND PLANETARY MOTION**

Part of the Newtonian synthesis was to link the fall of an apple with the motion of the moon. How these are really the same thing is brought out in the beautiful example discussed and illustrated with a diagram late in the *Principia*.

Newton begins by pointing out a few commonplaces we are happy to accept.

[A] stone that is projected is by the pressure of its own weight forced out of the rectilinear path, which by the initial projection alone it should have pursued, and made to describe a curved line in the air; and through that crooked way is at last brought down to the ground; and the greater the velocity is with which it is projected, the farther it goes before it falls to the earth. We may therefore suppose the velocity to be so increased, that it would describe an arc of 1, 2, 5, 10, 100, 1000 miles before it arrived at the earth, till at last, exceeding the limits of the earth, it should pass into space without touching it.

Newton then draws the moral for planets.

But if we now imagine bodies to be projected in the directions of lines parallel to the horizon from greater heights, as of 5, 10, 100, 1000, or more miles, or rather as many semidiameters of the earth, those bodies, according to their different velocity, and the different force of gravity in different heights, will describe arcs either concentric with the earth, or variously eccentric, and go on revolving through the heavens in those orbits just as the planets do in their orbits.

(*Principia*, 551f.)
As thought experiments go, this one probably doesn’t do any work from a physics point of view; that is, Newton already had derived the motion of a body under a central force, a derivation which applied equally to apples and the moon. What the thought experiment does do, however, is give us that ‘aha’ feeling, that wonderful sense of understanding what is really going on. With such an intuitive understanding of the physics involved we can often tell what is going to happen in a new situation without making explicit calculations. The physicist John Wheeler once propounded ‘Wheeler’s first moral principle: Never make a calculation until you know the answer.’ (Taylor and Wheeler 1963, 60) Newton’s thought experiment makes this possible.
NEWTON’S BUCKET AND ABSOLUTE SPACE

Newton’s bucket experiment which is intended to show the existence of absolute space is one of the most celebrated and notorious examples in the history of thought experiments.

Absolute space is characterized by Newton as follows: ‘Absolute space, in its own nature, without relation to anything external, remains always similar and immovable. Relative space is some movable dimension or measure of the absolute spaces; which our senses determine by its position to bodies…’ (Principia, 6) Given this, the characterization of motion is straightforward. ‘Absolute motion is the translation of a body from one absolute place into another; and relative motion, the translation from one relative place into another’. (Principia, 7)

Newton’s view should be contrasted with, say, Leibniz’s, where space is a relation among bodies. If there were no material bodies then there would be no space, according to a Leibnizian relationalist; but for Newton there is nothing incoherent about the idea of empty space. Of course, we cannot perceive absolute space; we can only perceive relative space, by perceiving the relative positions of bodies. But we must not confuse the two; those who do ‘defile the purity of mathematical and philosophical truths’, says Newton, when they ‘confound real quantities with their relations and sensible measures’. (Principia, 11)

Newton’s actual discussion of the bucket is not as straightforward as his discussion of the globes which immediately follows in the Principia. So I’ll first quote him on the globes example, then give a reconstructed version of the bucket.

It is indeed a matter of great difficulty to discover…the true motions of particular bodies from the apparent; because the parts of that immovable space…by no means come under the observation of our senses. Yet the thing is not altogether desperate For instance, if two globes, kept at a distance one from the other by means of a cord that connects them, were revolved around their common centre of gravity, we might, from the tension of the cord, discover the endeavour of the globes to recede from the axis of their motion…. And thus we might find both the quantity and the determination of this circular motion, even in an immense vacuum, where there was nothing external or sensible with which the globes
could be compared. But now, if in that space some remote bodies were placed that kept always position one to another, as the fixed stars do in our regions, we could not indeed determine from the relative translation of the globes among those bodies, whether the motion did belong to the globes or to the bodies. But if we observed the cord, and found that its tension was that very tension which the motions of the globes required, we might conclude the motion to be in the globes, and the bodies to be at rest.

(Principia, 12)

Now to the (slightly reconstructed) bucket experiment. Imagine the rest of the physical universe gone, only a solitary bucket partly filled with water remaining. The bucket is suspended by a twisted rope—don’t ask what it’s tied to—and released. As the rope unwinds we notice distinct states of the water/bucket system.

In state I, at the instant the bucket is released, there is no relative motion between the water and the bucket; moreover, the surface of the water is level. In state II, shortly after the bucket is released, the water and the bucket are in relative motion, that is, in motion with respect to one another. The water is still level in state II. We reach state III after some time has passed; the water and bucket are at relative rest, that is, at rest with respect to one another. But in this third state the water is not level; its surface is now concave.

The problem now is this: How do we account for the difference between state I and state III? We cannot explain it by appealing to the relative motion of the water to the bucket, since there is no relative motion in either case. Newton’s answer—his explanation—is simple and profound: In state I the water and the bucket are at absolute rest (i.e., at rest with respect to absolute space) and in state III the water and bucket are in absolute motion (i.e., in motion with respect to absolute space). It is this difference in absolute motion which explains the observed difference in the shape of the water surface. On the assumption that it offers the best explanation, we should now accept the existence of absolute space.
EUCLIDEAN GEOMETRY

Before the rise of non-Euclidean geometry in the last century, it was a commonplace to think that geometrical reasoning yielded results about the real physical world, results known *a priori*.

Geometry, throughout the 17th and 18th centuries, remained, in the war against empiricism, an impregnable fortress of the idealists. Those who held—as was generally held on the Continent—that certain knowledge, independent of experience, was possible about the real world, had only to point to Geometry: none but a madman, they said, would throw doubt on its validity, and none but a fool would deny its objective reference.

(Russell 1897, 1)
Consequently, we can see the results of Euclidean geometry (at least those produced before the rise of non-Euclidean geometry) as a vast collection of thought experiments. This is especially so if geometry is thought of in a constructive way. For example, the first of Euclid’s postulates can be expressed either as ‘Between any two points there exists a line’ or as ‘Between any two points a line can be constructed’. Euclid himself used constructive language in expressing his postulates and results, but it is unknown how philosophically seriously he intended his constructivist language to be taken. Kant, however, was adamant—geometric objects are literally human constructions, they do not have an independent existence. A theorem of Euclidean geometry is then a kind of report of an actual construction carried out in the imagination. Of course, we now consider Euclidean geometry to be false, but that doesn’t detract from the fact that its postulates and theorems were a non-empirical attempt to describe the physical world, and when understood constructively, perfect examples of thought experiments.

Euclidean geometry, as an attempted \textit{a priori} description of reality, may have faded into history, but the grand tradition of thought experiments in geometry lives on, as the next example illustrates.

**POINCARÉ AND REICHENBACH ON GEOMETRY**

Is physical space Euclidean or not, and how could we tell? It is often claimed that our spatial experience is necessarily Euclidean. But, if this is so it is only by confining experience to the instantaneous snap-shot. If we extend our considerations to diachronic experience, a series of snap-shots, then it may be that fitting all these instantaneous experiences together can only be done in a non-Euclidean framework. Thus it might be that experience would justify the choice of a non-Euclidean geometry after all.

Henri Poincaré and Hans Reichenbach, however, tried to undermine all of this with a thought experiment about beings on a plane (i.e., a two-dimensional surface) and the choices of geometry made by these flatlanders to describe their universe.

Let us imagine to ourselves a world only peopled with beings of no thickness, and suppose these ‘infinitely flat’ animals are
all in one and the same plane, from which they cannot
emerge. Let us further admit that this world is sufficiently
distant from other worlds to be withdrawn from their
influence, and while we are making these hypotheses it will
not cost us much to endow these beings with reasoning
power, and to believe them capable of making a geometry. In
that case they will certainly attribute to space only two
dimensions. But now suppose that these imaginary animals,
while remaining without thickness, have the form of
a spherical, and not of a plane figure, and are all on the same
sphere, from which they cannot escape. What kind of
geometry will they construct? In the first place, it is clear that
they will attribute to space only two dimensions. The straight
line to them will be the shortest distance from one point on
the sphere to another—that is to say, an arc of a great circle.
In a word, their geometry will be spherical geometry.

(Poincaré 1952b, 37f.)

So far, so good; the two-dimensional beings aren’t presenting us
with any surprises. But Poincaré notes the link between metric
and geometry; that is, our definition of distance (and many different
ones are possible) determines the nature of the geometry.

Reichenbach’s version of the thought experiment is especially
clear (Reichenbach 1957, 10–12). We imagine two sets of our little
beings each confined to one of the two surfaces, G or E; where G
is a hemisphere and E is a plane. Measuring in ordinary ways, the
beings on top discover their universe has a non-Euclidean
geometry. The beings at the bottom would discover their universe
to be Euclidean if they, too, measured in the ordinary way.
However, we shall suppose that they adopt a definition of
congruence (i.e., same distance) which is equivalent to the
following: Two intervals are the same when they are projections
from congruent intervals from G.

Moving from right to left, they would ‘discover’ that
their measuring rods are expanding. (They would be likely to
postulate some sort of force, like heat, that has this effect on
measuring rods.) Most importantly, they would ‘discover’ that
their geometry is also non-Euclidean.

The thought experiment just sets the stage for the ensuing
argument. In reality, there is no God’s-eye point of view from
which we can say The real geometry is...’. Poincaré (implicitly) and
Reichenbach (explicitly) add the doctrine of verificationism, a philosophical view which links truth to evidence: A proposition is true (false) in so far as it can be empirically verified (refuted), but it has no truth value if it cannot be empirically tested. Since the geometry of space depends on the choice of definition of length, and that definition is conventional, it follows that geometry is conventional.

The geometrical axioms are therefore neither synthetic *a priori* intuitions nor experimental facts. They are conventions.... In other words, the axioms of geometry... are only definitions in disguise. What then are we to think of the question: Is Euclidean geometry true? It has no meaning.

(Poincaré 1952b, 50)

The jury is still out on all of this. Adolf Grünbaum, the dean of space-time philosophers, rejects the verificationism of Poincaré and
Reichenbach in his *The Philosophy of Space and Time* (1974), but accepts the conventionalist conclusion. Michael Friedman, on the other hand, takes up the cudgels for a realist, nonconventional account of geometry in his impressive *Foundations of Space-Time Theories* (1983).

**NON-EXAMPLES**

There are things which are called thought experiments, but aren’t, at least not in my sense. Often in psychology or linguistics people are asked what they think about such and such. For example, someone might be asked to consider the sentence

Colourless green ideas sleep furiously.
and to decide whether it is grammatically in order. Such a process, naturally enough, is often called a thought experiment. However, it is not a thought experiment as I am considering them here; rather it is a real experiment about thinking. The object of the psycho-linguistic experiment is thought itself, whereas the object of a thought experiment (in my sense) is the external world and thinking is the method of learning something about it.

Of course, psycho-linguistic thought experiments are legitimate and important—the issue is merely terminological. No one has a monopoly on the expression ‘thought experiment’, but let’s be sure to keep these quite distinct uses apart.

**EINSTEIN CHASES A LIGHT BEAM**

According to Maxwell’s theory of electrodynamics, light is an oscillation in the electromagnetic field. Maxwell’s theory says that a *changing* electric field gives rise to a magnetic field, and a *changing* magnetic field gives rise to an electric field. If a charge is jiggled, it changes the electric field which creates a magnetic field which in turn creates an electric field, and so on. Maxwell’s great discovery was that the wave travelling through the electromagnetic field with velocity $c$ is light.

When he was only sixteen Einstein wondered what it would be like to run so fast as to be able to catch up to the front of a beam of light. Perhaps it would be like running toward the shore from the end of a pier stretched out into the ocean with a wave coming in: there would be a hump in the water that is stationary with respect to the runner. However, it can’t be like that since change is essential for a light wave; if either the electric or the magnetic field is static it will not give rise to the other and hence there will be no electromagnetic wave.

If I pursue a beam of light with the velocity $c$ (velocity of light in a vacuum), I should observe such a beam of light as a spatially oscillatory electromagnetic field at rest. However, there seems to be no such thing, whether on the basis of experience or according to Maxwell’s equations.

*(Einstein 1949, 53)*

Conceptual considerations such as those brought on by this bit of youthful cleverness played a much greater role in the genesis
of special relativity than worries about the Michelson-Morley experiment. Einstein goes on to describe the role of his thought experiment in later developments.

From the very beginning it appeared to me intuitively clear that, judged from the standpoint of such an observer, everything would have to happen according to the same laws as for an observer who, relative to the earth, was at rest. For how, otherwise, should the first observer know, i.e., be able to determine, that he is in a state of fast uniform motion.

One sees that in this paradox the germ of the special relativity theory is already contained.

(1949, 53)
SEEING AND MANIPULATING

Sight is perhaps our most important sense and we have undoubtedly let this condition our thought experiments as well. I have made being ‘visualizable’ or ‘picturable’ a hallmark of any thought experiment. Perhaps ‘sensory’ would be a more accurate term. After all, there is no reason why a thought experiment couldn’t be about imagined sounds, tastes, or smells. What is important is that it be experiencable in some way or other.

As well as being sensory, thought experiments are like real experiments in that something often gets manipulated: the balls are joined together, the links are extended and joined under the inclined plane, the observer runs to catch up to the front of the light beam. As thought experimenters, we are not so much passive observers as we are active interveners in our own imaginings. We are doubly active; active in the sense of imaginative (but this is obvious), and active in the sense of imagining ourselves to be actively manipulating (rather than passively observing) our imaginary situation.

Lots of important things take place in thought which have nothing to do with thought experiments. For example, quantum electrodynamics is considered by many to be logically inconsistent. The proof of this involves showing that a particular infinite series is divergent. Such a proof is not a thought experiment—it involves neither a picturable state of affairs nor any sort of manipulation—though it is potentially as destructive as any of the examples which are.

EINSTEIN’S ELEVATOR

Special relativity brilliantly resolved some of the tensions that existed between classical mechanics and electrodynamics. However, it accounted for inertial motion only; hence the search was on for the General Theory of Relativity, a theory that included accelerated motions as well. That such a theory must link gravity to acceleration is brought out by the elevator thought experiment which is right at the heart of general relativity.

Following Einstein and Infeld, imagine that there is an inertial CS (co-ordinate system) and an elevator which is being pulled upward in CS with a constant force.
Since the laws of mechanics are valid in this CS, the whole elevator moves with a constant acceleration in the direction of the motion. Again we listen to the explanation of the phenomena going on in the elevator and given by both the outside and inside observers.

The outside observer: My CS is an inertial one. The elevator moves with constant acceleration, because a constant force is acting. The observers inside are in absolute motion, for them the laws of mechanics are invalid. They do not find that bodies, on which no forces are acting, are at rest. If a body is left free, it soon collides with the floor of the elevator, since the floor moves upward toward the body.…. 

The inside observer: I do not see any reason for believing that my elevator is in absolute motion. I agree that my CS, rigidly connected with my elevator, is not really inertial, but I do not believe that it has anything to do with absolute motion. My watch, my handkerchief, and all bodies are falling because the whole elevator is in a gravitational field.

(Einstein and Infeld 1938, 218f.)

Our thought experimenters, Einstein and Infeld, then raise the possibility of determining which of these two accounts is the right one. We are to imagine that a light ray enters the elevator horizontally through a side window and reaches the opposite wall.

The outside observer, believing in accelerated motion of the elevator, would argue: The light ray enters the window and moves horizontally, along a straight line and with constant velocity, toward the opposite wall. But the elevator moves upward and during the time in which the light travels toward the wall, the elevator changes its position. Therefore, the ray will meet a point not exactly opposite its point of entrance, but a little below…the light ray travels, relative to the elevator, not along a straight, but along a slightly curved line.

The inside observer, who believes in the gravitational field acting on all objects in his elevator, would say: there is no accelerated motion of the observer, but only the action of the gravitational field. A beam of light is weightless and, therefore, will not be affected by the gravitational field. If sent
in a horizontal direction, it will meet the wall at a point exactly opposite to that at which it entered.

(1938, 220)

Figure 10

But Einstein and Infeld immediately destroy this line of reasoning.

A beam of light carries energy and energy has mass. But every inertial mass is attracted by the gravitational field as inertial and gravitational masses are equivalent. A beam of light will bend in a gravitational field exactly as a body would if thrown horizontally with a velocity equal to that of light.

(1938, 221)

Einstein and Infeld finally draw the moral from this thought experiment.

The ghosts of absolute motion and inertial CS can be expelled from physics and a new relativistic physics built.
Our idealized experiments show how the problem of the general relativity theory is closely connected with that of gravitation and why the equivalence of gravitational and inertial mass is so essential for this connection.

(1938, 222)

HEISENBERG’S $\gamma$-RAY MICROSCOPE

In the early days of quantum mechanics Werner Heisenberg came up with an important inequality which now bears his name, the Heisenberg uncertainty principle. It says that the product of the uncertainties (or indeterminacies) in position and momentum is equal or greater than Planck’s (reduced) constant, i.e., $\Delta p \Delta q \geq \hbar/2\pi$. What the relation means has long been a hotly debated topic, but there is no doubt that the relation can be formally derived in a straightforward way from the first principles of the quantum theory. Heisenberg, himself, gleaned the relation from a famous and highly influential thought experiment.

Let’s begin with Heisenberg’s gloss on the principle itself.

The uncertainty principle refers to the degree of indeterminateness in the possible present knowledge of the simultaneous values of various quantities with which the quantum theory deals; it does not restrict, for example, the exactness of a position measurement alone. Thus suppose that the velocity of a free electron is precisely known, while the position is completely unknown. Then the principle states that every subsequent observation of the position will alter the momentum by an unknown and undeterminable amount such that after carrying out the experiment our knowledge of the electron motion is restricted by the uncertainty relation. This may be expressed in concise and general terms by saying that every experiment destroys some of the knowledge of the system which was obtained by previous experiments.

(1930, 20)

Why should we think there is this limitation on our knowledge? It comes from the following, the gamma-ray microscope thought experiment.
As a first example of the destruction of the knowledge of a particle’s momentum by an apparatus determining its position, we consider the use of a microscope. Let the particle be moving at such a distance from the microscope that the cone of rays scattered from it through the objective has an angular opening $\varepsilon$. If $\lambda$, is the wave-length of the light illuminating it, then the uncertainty in the measurement of the $x$-co-ordinate according to the laws of optics governing the resolving power of any instrument is:

$$x = \frac{\lambda}{\sin \varepsilon}$$

But, for any measurement to be possible at least one photon must be scattered from the electron and pass through the microscope to the eye of the observer. From this photon the electron receives a Compton recoil of order of magnitude $h/\lambda$. The recoil cannot be exactly known, since the direction of the scattered photon is undetermined within the bundle of rays entering the microscope. Thus there is an uncertainty of the recoil in the $x$-direction of amount

$$\Delta p_x \sim \frac{h}{\lambda} \sin \varepsilon$$
and it follows that for their motion after the experiment

$$\Delta p_x \Delta x \sim h.$$

(Heisenberg 1930, 21)

One might wonder what all the fuss is about with the uncertainty principle. What has it got to do with ‘observers creating reality’ and other such things that are so often linked with this thought experiment? Won’t it be the case that an electron will have a trajectory (i.e., a position and a momentum at all times) and we just can’t know what it is? Heisenberg thinks not. The larger anti-realist morals that are sometimes drawn require the extra philosophical assumption of verificationism or operationalism which connects facts of the matter to what we can know in principle. ‘If one wants to clarify what is meant by “position of an object”, for example, of an electron, he has to describe an experiment by which the “position of an electron” can be measured; otherwise the term has no meaning at all’ (Heisenberg, quoted in Jammer 1974, 58). Since no experiment can determine a trajectory it is a nonsense notion, according to Heisenberg, and it is meaningless to say an electron has one.

As I mentioned, this has been an extremely influential thought experiment. But the moral so often drawn may rest more on the philosophical assumption of verificationism or operationalism than on the details of the thought experiment itself.

Rudolf Peierls tells an interesting anecdote about the thought experiment.

When Heisenberg, then a student in Munich, submitted his PhD dissertation, he was already known as a young man of outstanding ability. But he had aroused the displeasure of W.Wien, the professor of experimental physics, by not taking the laboratory classes seriously enough. It was then part of the requirements for the PhD to take a quite searching oral examination in the relevant subjects. When Heisenberg submitted himself to questioning by Wien, the first question related to the resolving power of a microscope, and the candidate did not know the answer. The next question was about the resolving power of a telescope, and he still did not
know. There were more questions about optics and no answers, and the professor decided the candidate should fail. However, a joint mark had to be returned for both experimental and theoretical physics, and after difficult negotiations between A. Sommerfeld, the theoretical physicist, and Wien, Heisenberg passed in physics with the lowest pass mark.

Four years later he wrote his famous paper about the uncertainty principle...[employing] a hypothetical microscope using $\gamma$-rays so as to improve the resolving power...

...the story provides an amusing illustration of the fact that even for a great man a sound knowledge of old fashioned physics can be essential. (Peierls 1979, 34ff.)

**SCHRÖDINGER’S CAT**

Many of the great thought experiments associated with quantum mechanics are attempts to undermine the uncertainty principle, or more generally, the orthodox interpretation of the quantum formalism known as the Copenhagen interpretation. Schrödinger’s cat and EPR, to be discussed next, are two of the most famous.

In the final chapter I’ll explain both the formalism of quantum mechanics and the Copenhagen interpretation in some detail; for now I’ll just mention a few things very briefly to make the thought experiment intelligible. A physical system is represented by a vector $\psi$ (the state vector or wave function) in a Hilbert space. Measurement outcomes correspond to the basis or eigenvectors of the space; the state of the system, however, may be a superposition of eigenvectors.

Measurement outcomes are always eigenvalues, magnitudes which are associated with eigenstates, not with superpositions. So a very natural question is, what is the physical meaning of a superposition, and what happens when a measurement changes a superposition to an eigenstate? A commonsense realist is tempted to say that a physical system is always some way or other—superpositions merely reflect our ignorance. The Copenhagen interpretation, on the other hand, says that in a state of superposition reality itself is indeterminate—measurement, in some sense, ‘creates’ reality by putting the system into one of its eigenstates.
Schrödinger, like Einstein, detested this anti-realist view and mocked it with his famous cat paradox.

One can even set up quite ridiculous cases. A cat is penned up in a steel chamber, along with the following diabolical device (which must be secured against direct interference by the cat): in a Geiger counter there is a tiny bit of radioactive substance, so small, that perhaps in the course of one hour one of the atoms decays, but also, with equal probability, perhaps none; if it happens, the counter tube discharges and through a relay releases a hammer which shatters a small flask of hydrocyanic acid. If one has left this entire system to itself for an hour, one would say that the cat still lives if meanwhile no atom has decayed. The first atomic decay would have poisoned it. The $\psi$-function of the entire system would express this by having in it the living and the dead cat (pardon the expression) mixed or smeared out in equal parts.

(Schrödinger 1935, 157)

What Schrödinger has done in this example is take the indeterminacy which is strange enough in the micro-world and amplify it into the macro-world where it seems totally bizarre. On
the Copenhagen interpretation, the cat would have to be in a state of superposition, a mix of living and dead, until someone looked; then it would pop into one of the two possible base states.

**EPR**

The most famous, important, and influential thought experiment directed at the anti-realist Copenhagen interpretation is the one by Einstein, Podolsky, and Rosen (1935) commonly known as EPR. (I’ll present a slightly modified version due to Bohm 1951.)

EPR begins with a ‘criterion of reality’: if we do not interfere with a physical system in any way and we can predict an outcome of a measurement on that system with certainty, then the system is already in the state we predicted; we are not creating the outcome. So, for example, if I can predict with certainty that there is a cup on the table in the next room, then the cup is really there.
independent of me. The next assumption (often called ‘locality’) is that measurements which are done simultaneously at a large distance from one another do not interfere with one another. (According to special relativity, two events outside each other’s light cones cannot be causally connected.)

Now consider a system which decays into two photons which travel along the z-axis in opposite directions. At each end of the apparatus we shall measure the spin in the $x$ direction, say, by holding up a polaroid filter. There are two possible outcomes for each such measurement: spin up and spin down. Moreover, the spin states are correlated: the origin has spin 0, and this is conserved; so if the left photon has spin up then the right must have spin down.

Suppose we are situated at the left detector and get the result: spin up. We can immediately infer that a measurement on the right photon will get the result: spin down. We can predict this with certainty and since we are far removed from that measurement we are not interfering with it. Thus, the photon already had spin down before it was measured; the measurement, contra the Copenhagen interpretation, did not create the spin state; it merely discovered what was independently there.

In spite of the fact that this is an utterly beautiful and persuasive thought experiment, the majority of physicists did not accept its conclusion that the quantum theory is incomplete. In recent years
J.S. Bell has taken things several steps further, so that now EPR is seen by all as fundamentally flawed (in the sense that though it is a valid argument, one of its premisses—realism or locality—must be false). But there is still no agreement on what is the right way to interpret quantum mechanics. (The final chapter takes up these matters in detail.)

**PHILOSOPHICAL THOUGHT EXPERIMENTS**

My aim is to investigate thought experiments in science, especially in physics, but since philosophy is packed full of thought experiments, it may be instructive to see some examples from this field. I’ll briefly describe two recent controversial ones.

Judith Thomson (1971) has argued for the moral permissibility of abortion in spite of granting (for the sake of the argument) that the fetus is a person with a right to life. Her thought experiment consists in imagining that a great violinist has some very unusual medical condition; there is only one cure which consists in being hooked up to you for nine months. Your biological make-up is the one and only one in the world which will help the violinist. In the night, unknown to you and unknown to the violinist (who is in a coma and will remain so for nine months, thus, ‘innocent’), he is attached to you by a society of music lovers.

What should you do? Are you morally required to go through the nine months—an enormous sacrifice—to save the violinist’s life? The answer, pretty clearly, is no. Yes, the violinist is an innocent person with a right to life and you are the one and only person in the world who can save the violinist’s life; but you are not morally obliged to make the sacrifice (though you would be a moral hero if you did).

The analogy with the fetus is obvious. Thomson grants that it is an innocent person with a right to life and the pregnant mother is uniquely capable of bringing it to term. What the thought experiment does is distinguish two concepts which easily get run together: right to life and right to what is needed to sustain life. The fetus and the violinist have the former, but they do not have the latter. Having a right to life does not imply having a right to the use of another’s body.5

Another recent and quite controversial thought experiment has to do with the nature of thought itself. AI (artificial intelligence) is the thesis that the mind is a kind of computer. The brain is the
hardware, and if we could discover the software program it is running we’d then know what human understanding really is. Conversely, an ordinary computer—i.e., silicon based rather than meat based—can be truly said to think, reason, understand, and all the other cognitive states, if it is appropriately programmed. John Searle (1980) has challenged this with his ‘Chinese room’ thought experiment.

Imagine yourself locked in a room; you understand English, but not a word of Chinese; you are given a manual with rules in English for handling cards with Chinese writing on them. You can recognize the different Chinese words formally, that is by their shape, and when given one you must look up the appropriate rule then pass the appropriate card with some other Chinese writing on it out of the room. After some practice you would become quite adept at this, so that a native speaker of Chinese could carry on a ‘conversation’ with you. The Chinese room set-up could even pass the Turing test.6

Nevertheless, Searle thinks it is obvious nonsense to say the person in the room understands Chinese.

it seems obvious to me in the example that I do not understand a word of the Chinese stories. I have inputs and outputs that are indistinguishable from those of the native Chinese speaker, and I can have any formal program you like, but I still understand nothing. [Any] computer for the same reasons understands nothing of any stories whether in Chinese, English, or whatever, since in the Chinese case the computer is me; and in cases where the computer is not me, the computer has nothing more than I have in the case where I understand nothing.

(1980, 285)

THE STATUS OF PHILOSOPHICAL EXAMPLES

What about philosophical examples? Are they really the same sort of thing as the thought examples of physics? Kathleen Wilkes (1988) doesn’t think so. While allowing the legitimacy of thought experiments in science, she attacks their use in philosophy, especially in the philosophy of mind.
By way of illustration, consider a couple of examples concerning personal identity. John Locke once told a story in which the soul of a prince migrated into the body of a cobbler and vice versa. Though bizarre, the story seemed to make perfect sense. On the basis of this thought experiment Locke concluded that a person is a mental entity not a physical entity. The person in the cobbler-body is identical to the prince if and only if that person truly remembers having the prince’s experiences.

Others such as Bernard Williams have cast doubt on linking personal identity to mental properties by creating thought experiments which point the other way, i.e., towards the thesis that personal identity consists in identity of body. Imagine a device which is ‘intended’ to transplant a person A out of her own body into the body of B, and vice versa, somewhat like a computer which swaps the files on floppy disks A and B. After this process which is person A? According to Locke, A is the person who has the A-memories, which in this case will be the B-body-person. So far, so good; but now imagine the device is ‘faulty’ and puts the A-memories into both the A-body and the B-body. Now which is A? If we make the reasonable assumption that a person is unique (i.e., there is at most one A) then we must abandon the mental criterion for personal identity. A is the A-body-person, regardless of the memories.

Wilkes raises a number of difficulties for philosophical thought experiments: we are not given the relevant information about the background situation; the fact that we can ‘imagine’ something doesn’t mean it’s possible; what one person finds intuitively certain another will consider obviously false; but, above all, these thought experiments take us too far from the actual world—they have lost touch with reality. According to Wilkes, this is all fine for literature (when it intends to entertain) but we should not draw philosophical morals from it.

It is not that Wilkes shies away from the bizarre; much of her own theorizing is based, not on everyday examples but rather on the behaviour of commissurotomy patients. These, however, are real folk. The people considered in philosophical thought experiments can get very weird: we are asked to imagine people splitting like amoebas, fusing like clouds, and so on. Stevin’s frictionless plane, or Einstein chasing a light beam are homely by comparison. Wilkes thinks that’s the real difference between them. She concedes that the dissimilarity between the legitimate thought
experiment of physics and the (in her view) illegitimate thought experiment of philosophy may be a matter of degree, but notes that the difference between the bumps on her lawn and the Himalayas is also a matter of degree. She chose as a motto a delightful little poem by Hughes Mearns that sums up her view perfectly.

As I was sitting in my chair
   I knew the bottom wasn’t there,
   Nor legs nor back, but I just sat,
   Ignoring little things like that.

Fortunately, I do not have to come to grips with the challenge posed by Wilkes since I am going to deal with thought experiments in physics, all of which she considers legitimate. But I would be remiss if I didn’t at least acknowledge my sense of unease. In a pinch we might try to rescue some philosophical examples by invoking a distinction that Wilkes herself makes. A philosophical thought experiment is legitimate provided it does not violate the laws of nature (as they are believed to be). For example, imagining people to split like an amoeba certainly violates the laws of biology. On the other hand, imagining myself as a brain-in-a-vat does not. (This thought experiment is often used to introduce worries about scepticism: how can I tell whether I’m not just a brain in a vat being subjected to computer-generated stimuli rather than having veridical experiences?) We are actually only a small technological step from being able actually to remove someone’s brain, keep it alive in a vat, and give it arbitrary programmed ‘experiences’. At first blush amoeba-like persons and brains in a vat may seem equally far-fetched, but on reflection they are seen to be worlds apart. Brain-in-a-vat thought experiments, on this criterion, are legitimate, since they do not violate any law of nature.

As a rule of thumb, the criterion seems useful, but it can’t be exactly right. For one thing, Einstein chasing a light beam isn’t nomologically possible. But there is a more important point. Too often thought experiments are used to find the laws of nature themselves; they are tools for unearthing the theoretically or nomologically possible. Stipulating the laws in advance and requiring thought experiments not to violate them would simply
undermine their use as powerful tools for the investigation of nature.

Thought experiments often involve a kind of counter-factual reasoning, yet counter-factual reasoning is extremely sensitive to context. When Wilkes complains about the lack of background information in many philosophical thought experiments she is rightly noting the lack of context in which to think things through. How much background is enough? I doubt there can be a definite answer here; it’s a matter of degree. I would claim, however, that there is sufficient context in each of the examples drawn from physics that I have given above. I am also inclined to think that there is enough background information to legitimize (in principle) the brain-in-a-vat example as well as Thomson’s violinist, and Searle’s Chinese room thought experiments. But, like Wilkes, I know so little about a world where people could split like an amoeba that I simply don’t know what to say about it.

In spite of qualms, my attitude to various thought experiments is embodied in a remark by Lakatos:

> if we want to learn about anything really deep, we have to study it not in its ‘normal’, regular, usual form, but in its critical state, in fever, in passion. If you want to know the normal healthy body, study it when it is abnormal, when it is ill. If you want to know functions, study their singularities. If you want to know ordinary polyhedra, study their lunatic fringe.

(1976, 23)

OTHER FIELDS

Thought experiments flourish in physics and in philosophy; to some extent they are to be found in mathematics as well (see Lakatos 1976). But they seem to be rather scarce in the other sciences. In chemistry, for example, I can’t find any at all. Biology, on the other hand, is quite rich. Darwin in *The Origin of Species* imagined giraffes with necks of different lengths. Obviously, some would fare better than others in the ‘struggle for existence’. Louis Agassiz imagined a world with lobsters, but without other articulated creatures (crustaceans, spiders, and insects). He thought it was clear that even in such a situation the taxonomist would need species, genus, family, etc. to classify the solitary
lobster. This in turn suggested that the taxonomer’s classifications are not arbitrary or conventional. In recent times thought experiments using game theoretic principles have been widely used. I have in mind such examples as the hawk-dove games of strategy where we imagine a population consisting of these two types. Hawks always fight until either victorious or injured; doves always run away. By assigning pay-offs for various outcomes one can calculate what a stable population might look like. (See Maynard Smith, 1978, for a popular account.)

Why do some fields have so many more thought experiments than others? It may have something to do with the personalities or the scientific styles of those who do physics and philosophy. Or it may be an historical accident; perhaps a tradition of doing thought experiments has grown up in some fields, but not in others.

Of course, a much more interesting explanation would link the existence of thought experiments to the nature of the subject matter. Most people hold the view that chemistry has no laws of its own; it is entirely reducible to physics. If this is so, and if laws are crucially involved in any thought experiment, then we may have the makings of an explanation for the lack of thought experiments in chemistry. But I won’t pursue the issue here.

Perhaps there is something about physics and philosophy which lends itself to this kind of conceptual analysis. If we could somehow forge a link it would probably tell us a lot about physics and philosophy as well as telling us a lot about thought experiments. But I have no idea what it could be.
We can praise the inventors and savour their achievements, but can we say more about thought experiments? Are they just a curious and diverse collection of dazzling displays of mental gymnastics, each unique in its own way, or is there some pattern? The first task of any analysis of thought experiments must be the construction of a classification scheme.

Some commentators on thought experiments have suggested that they work in some one particular way or other. Not so—they work in many different ways, just as real experiments do. For example, real experiments sometimes test (i.e., confirm or refute) scientific conjectures; sometimes they illustrate theories or simulate natural phenomena; and sometimes they uncover or make new phenomena. (See Harré 1981 and Hacking 1983.) Thought experiments are at least as richly diverse in their uses as this. Nevertheless, there are some definite patterns.

The taxonomy I propose is as follows. First, thought experiments break into two general kinds, which I’ll call destructive and constructive, respectively. The latter kind break into three further kinds which I’ll call direct, conjectural, and mediative. There is a small class of thought experiments which are simultaneously in the destructive and the constructive camps; these are the truly remarkable ones which I call Platonic. Their very special role in science will be described and argued for in chapter four.

Karl Popper (1959) refers to the critical and the heuristic uses of thought experiments, which corresponds roughly to my destructive and constructive types. However, given Popper’s well-known views on theory confirmation—there’s no such thing, according to him—we part company sharply on the positive view. John Norton (forthcoming) classifies thought experiments as Type I, which are
deductive arguments (whether in support of a theory or a \textit{reductio ad absurdum} of it), and Type II which involve some sort of inductive inference. Like Norton, I think some thought experiments involve inductive reasoning and others deductive reasoning; but as we shall see below, after this initial agreement we also go our separate ways.

Now to some details.

DESTRUCTIVE THOUGHT EXPERIMENTS

As its name suggests, a destructive thought experiment is an argument directed against a theory. It is a picturesque \textit{reductio ad absurdum}; it destroys or at least presents serious problems for a theory, usually by pointing out a shortcoming in its general framework. Such a problem may be anything from a minor tension with other well-entrenched theories to an outright contradiction within the theory itself.

The example of Einstein chasing a light beam showed a problem in Maxwell’s theory of light, or rather in the joint assumption of Maxwell’s theory plus classical mechanics. Schrödinger’s cat thought experiment did not show that quantum mechanics is logically false, but it did show that it is wildly counter-intuitive, perhaps to the point of being absurd. Galileo’s falling bodies example showed that Aristotle’s theory of motion was logically impossible since it led to the contradictory conclusion that the heavy body is both faster and not faster than the coupled body.

I’ll further illustrate the class of destructive thought experiments with a contrary pair. The first shows that the earth could not be in
motion, \textit{contra} the Copernican hypothesis; the second that it could. These examples have the additional merit of showing that thought experiments, even the most ingenious, are quite fallible.

The first argument put forth several times on behalf of Aristotle runs as follows. If the earth really were moving then a cannon ball dropped from a tower would not fall to the base of the tower but would fall well behind (since the tower which is attached to the spinning earth would move away); moreover, a cannon ball fired from east to west would not travel the same distance as one fired from west to east; similarly, a bird which took to flight would be left behind as the earth hurtled forward in its voyage through space.

These simple considerations were picturesque and plausible in their day. They constituted a very effective thought experiment (or set of related thought experiments) which undermined Copernicus. Galileo combated it with one of his own which established what we now refer to as Galilean relativity.

Shut yourself up with some friend in the main cabin below decks on some large ship, and have with you there some flies, butterflies, and other small animals. Have a large bowl of water with some fish in it; hang up a bottle that empties drop by drop into a vessel beneath it. With the ship standing still, observe carefully how the little animals fly with equal speed to all sides of the cabin. The fish swim indifferently in all directions; the drops fall into the vessel beneath; and, in throwing something to your friend, you need throw it no more strongly in one direction than another, the distances being equal; jumping with your feet together, you pass equal spaces in every direction. When you have observed all these things carefully (though there is no doubt that when the ship is standing still everything must happen this way), have the ship proceed in any direction you like, so long as the motion is uniform and not fluctuating this way and that. You will discover not the least change in all the effects named, nor could you tell from any of them whether the ship was moving or standing still.

\textit{(Dialogo, 186f.)}
Galileo goes on to list the effects which remain the same: the jumps, the flight of the birds, the drops into the vessel below, the force required to throw something to a friend, etc.

This example looks like what I call a ‘merely imagined’ experiment, especially since Galileo tells us to go out and actually do it. However, it would probably be impossible to find a ship that was under sail and not ‘fluctuating this way and that’; the wind that makes it move also makes waves. More importantly, we don’t need to actually perform the experiment since we are sure we know (as soon as Galileo directs our attention to it) what the result must be. (Indeed in a real experiment if we experienced anything else we’d have a revolution on our hands.) So it is a genuine thought experiment and it undermines the conclusion of the earlier thought experiment which had seemed such a barrier to the acceptance of Copernicus.

CONSTRUCTIVE THOUGHT EXPERIMENTS

There is room for fine tuning in the category of destructive thought experiments. We could distinguish, for instance, between those which show a theory to be internally inconsistent and those which show a theory to be in conflict with other well-entrenched beliefs. Thus, Galileo showed Aristotle’s theory of free fall to be internally at fault while Schrödinger showed the quantum theory to be at odds, not with itself, but with very basic common sense.

I’ll forgo such fine tuning in the case of destructive thought experiments, but not when it comes to constructive ones. Here the difference between what I’m calling direct, conjectural, and mediative is of prime importance. The structures of these three types of thought experiment are quite different even though they all aim at establishing a positive result.

MEDIATIVE THOUGHT EXPERIMENTS

A mediative thought experiment is one which facilitates a conclusion drawn from a specific, well-articulated theory. There may be many different ways in which this can be done. For example, a mediative thought experiment might illustrate some otherwise highly counter-intuitive aspect of the theory thereby making it seem more palatable; or it may act like a diagram in a geometrical proof in that it helps us to understand the formal
derivation and may even have been essential in discovering the formal proof.

Maxwell’s demon is a perfect example of this illustrative role. In the nineteenth century James Clerk Maxwell was urging the molecular-kinetic theory of heat (Maxwell 1871). A gas is a collection of molecules in rapid random motion and the underlying laws which govern it, said Maxwell, are Newton’s. Temperature is just the average kinetic energy of the molecules; pressure is due to the molecules hitting the walls of the container, etc. Since the number of particles in any gas is enormously large, the treatment must be statistical, and here lay Maxwell’s difficulty. One of the requirements for a successful statistical theory of heat is the derivation of the second law of thermodynamics which says: In any change of state entropy must remain the same or increase; it cannot decrease. Equivalently, heat cannot pass from a cold to a hot body. But the best any statistical law of entropy can do is make the decrease of entropy very improbable. Thus, on Maxwell’s theory there is some chance (though very small) that heat would flow from a cold body to a hot body when brought into contact, something which has never been experienced and which is absolutely forbidden by classical thermodynamics.

The demon thought experiment was Maxwell’s attempt to make the possible decrease of entropy in his theory not seem so obviously absurd. We are to imagine two gases (one hot and the other cold) in separate chambers brought together; there is a little door between the two containers and a little intelligent being who controls the door. Even though the average molecule in the hot gas is faster that the average in the cold, there is a distribution of molecules at various speeds in each chamber. The demon lets fast molecules from the cold gas into the hot chamber and slow molecules from the hot gas into the cold chamber.

The consequence of this is to increase the average speed of the molecules in the hot chamber and to decrease the average speed in the cold one. Of course, this just means making the hot gas hotter and the cold gas colder, violating the second law of classical thermodynamics.

The point of the whole exercise is to show that what was unthinkable is not so unthinkable after all; it is, we see on reflection, not an objection to Maxwell’s version of the second law that it is statistical and allows the possibility of a decrease in entropy.
Maxwell’s demon helps to make some of the conclusions of the theory more plausible; it removes a barrier to its acceptance. Other meditative thought experiments play a more instrumental role in arriving at some conclusion. The next example comes from special relativity and shows that there can be no such thing as a rigid body.

Consider a ‘rigid’ meter stick which is sliding over a table top which has a hole one meter in diameter; there is a gravitational force down. We reason as follows: In the table frame the moving meter stick is Lorentz contracted; hence it is shorter than one meter; thus, due to the gravitational force downward, it will fall into the hole. On the other hand, in the meter stick frame the moving table is Lorentz contracted, hence the diameter of the hole is less than one meter, hence the meter stick will pass from one side to the other without falling into the hole. This apparent paradox is resolved by noting that the meter stick would actually drop into the hole under the force of gravity. The meter stick cannot be
genuinely rigid, that is, maintain its shape even within its own frame of reference.

The general conclusion drawn from this thought experiment is that there are no rigid bodies in special relativity. The consequences of this are enormous and far surpass the apparent triviality of the thought experiment.

[W]e can draw certain conclusions concerning the treatment of ‘elementary’ particles, i.e., particles whose state we assume to describe completely by giving its three coordinates and the three components of its velocity as a whole. It is obvious that if an elementary particle had finite dimensions, i.e., if it were extended in space, it could not be deformable, since the concept of deformability is related to the possibility of independent motion of individual parts of the body. But... the theory of relativity shows that it is impossible for absolutely rigid bodies to exist.

Thus we come to the conclusion that in classical (non-quantum) relativistic mechanics, we cannot ascribe finite dimensions to particles which we regard as elementary.
In other words, within the framework of classical theory elementary particles must be treated as points.

(Landau and Lifshitz 1975, 44)

CONJECTURAL THOUGHT EXPERIMENTS

In a mediative thought experiment we start with a given background theory and the thought experiment acts like a midwife in getting out a new conclusion. Not all thought experiments work like this; there is an important class in which we do not start from a given theory. The point of such a thought experiment is to establish some (thought-experimental) phenomenon; we then hypothesize a theory to explain that phenomenon. I shall call this kind of thought experiment conjectural since we are prodded into conjecturing an explanation for the events experienced in the thought experiment.

Newton’s bucket is a prime example. It was described in detail earlier, so I’ll only quickly review it now. We are to think away all the rest of the material universe except a bucket of water which endures three distinct, successive states:

I. There is no relative motion between bucket and water; the water surface is flat.
II. There is relative motion between water and bucket.
III. There is no relative motion between water and bucket; the water surface is concave.

This is the phenomenon; it is produced by the thought experiment and it needs to be explained. The explanation that Newton gives is this: In case III, but not in case I, the bucket and water are rotating with respect to absolute space.

I stress that absolute space is not derived from the thought experimental phenomenon; it is postulated to explain it. It is quite instructive to look at the response of Newton’s critics, Berkeley and Mach. Both, of course, rejected absolute space. They dismissed the explanation offered of the phenomenon, but what is more important, they denied the phenomenon itself. That is, they denied that the water would climb the walls of the bucket in a universe without other material bodies in it. They proclaimed that the distant fixed stars are responsible for inertia and if the stars could be given a push so that they ‘rotated’ around the bucket, then we
would see the water climb the sides as in case III. In short, according to Berkeley and Mach, it is the relative motion of the water/bucket system to the fixed stars that causes the water to climb the walls, not absolute space.

Einstein considered the same sort of thought experiment as Newton did, but, invoking a kind of verificationism, came to quite a different, non-absolutist conclusion. In his thought experiment he considers two globes, one a sphere and the other an ellipsoid of revolution; they are in observable rotation with respect to one another. He asked, ‘What is the reason for the difference in the two bodies?’ He then set philosophical conditions which rule out Newton’s answer:

No answer can be admitted as epistemically satisfactory, unless the reason given is an observable fact of experience. The law of causality has not the significance of a statement as to the world of experience, except when observable facts ultimately appear as causes and effects. (1916, 112)

This particular thought experiment as well as Einstein’s views in general will be discussed in chapter five.

DIRECT THOUGHT EXPERIMENTS

The final class of constructive thought experiments I call direct. They resemble meditative thought experiments in that they start with unproblematic (thought-experimental) phenomena, rather than conjectured phenomena. On the other hand, direct thought experiments, like conjectural ones, do not start from a given well-articulated theory—they end with one.

Examples of direct thought experiments which were described earlier include: Galileo on free fall, EPR, Stevin on the inclined plane, and Einstein’s elevator. As another illustrative example I’ll now look at one of Huygens’s elegant thought experiments which established his collision laws.

In his posthumous work *De Motu Corporum ex Percussione*, Christian Huygens (1629–1695) established a number of laws governing the impact of moving bodies. His background assumptions (which were more definite than Stevin’s, but not really a well-articulated theory) included the law of inertia, Descartes’s relativity of motion, and the principle that
elastic bodies of equal mass, colliding with equal and opposite velocities, will fly apart with equal and opposite velocities. Working with these assumptions Huygens constructed an elegant thought experiment to establish the general principle: Equal elastic masses will exchange their velocities on impact.

A boat is moving with velocity \( v \) next to an embankment. On board a collision of two equal masses takes place. The masses are moving in the boat with velocities \( v \) and \(-v\). They rebound, of course, with velocities \(-v\) and \( v \), respectively. As well as the observer in the boat there is a second on the land. For the second the velocities are \( 2v \) and \( 0 \) before the collision, and \( 0 \) and \( 2v \) after. We may conclude from this that an elastic body, in a collision, passes on all its velocity to another of equal mass. We may also conclude the even stronger result. Since the boat may have any velocity \( v' \), the velocities (on the shore) before impact will be \( v' + v \) and \( v' - v \) before impact, and \( v' - v \) and \( v' + v \) after, respectively; and since \( v' \) is arbitrary, it follows that in any impact of equal elastic masses, they will exchange their velocities.

Huygens went on to derive many more collision rules from this thought experiment, including rules for unequal masses. (For further details see Dugas 1955 or Mach 1960.)

The contrast between direct and mediative may just be a matter of degree. In a direct thought experiment one might begin with some vague general principle, like Stevin with the belief that there are no perpetual motion machines. The boundary between vague general beliefs and well-articulated theories is no doubt fuzzy, but the difference in degree in many cases is so considerable as to
justify my insisting on a difference between direct and mediative thought experiments. If it is maintained that Huygens did indeed work with a well-articulated theory in deriving his results, then this thought experiment should be re-classified as mediative. But for now I’m inclined to see it as direct.

I am also inclined to claim that the difference between direct and mediative thought experiments is more than a ‘mere matter of degree’. In a mediative thought experiment a logical relation (deductive or statistical, depending on the case at hand) is clarified between the theory and the conclusion. The thought experiment is a psychological help, but the logical relation exists independently of it. In a direct thought experiment, however, the logical relation between vague general principle and conclusion simply does not exist.

Though direct thought experiments do not start with a specific theory which is maintained throughout the chain of reasoning (as is, say, special relativity in the mediative thought experiment which results in showing the impossibility of rigid objects), nevertheless, some direct thought experiments start with well-articulated theories which they then go on to refute. For example, Galileo spells out Aristotle’s account of free fall and then shows that it is self-contradictory. But I presume there is no ambiguity about this.

**PLATONIC THOUGHT EXPERIMENTS**

A small number of thought experiments fall into two categories; they are simultaneously destructive and constructive (direct). Two examples have already been given. Galileo’s account of free fall did two distinct things: first, it destroyed Aristotle’s view that heavier objects fall faster; and second, it established a new account that all objects fall at the same speed. Similarly, EPR did two distinct things: it destroyed the Copenhagen interpretation and it established the incompleteness of quantum mechanics. (Thought experiments are fallible, of course, so my use of terms like ‘destroy’ and ‘establish’ should be understood as merely tentative.)

Yet another example of this rare type of thought experiment is Leibniz’s account of *vis viva*. When the giants were constructing what we now call classical mechanics, it was commonly agreed that something was conserved. Descartes and Leibniz agreed that *motive force* is conserved, but just what is it? Descartes took it to be *quantity of motion* (roughly, momentum as we would now call
it)² while Leibniz took it to be *vis viva* (roughly, twice the kinetic energy). In one simple elegant example Leibniz destroyed the Cartesian view and established his own.

Leibniz (1686) starts by making assumptions that any Cartesian would agree to: first, that the quantity of force (whatever force is) acquired by a body in falling through some distance is equal to the force needed to raise it back to the height it started from, and second, the force needed to raise a one-kilogram body (A) four metres (C-D) is the same as the force needed to raise a four-kilogram body (B) one metre (E-F). From these two assumptions it follows that the force acquired by A in falling four metres is the same as the force acquired by B in one metre.

Having set the stage we can now compute the quantities of motion of each using a relation established by Galileo. The velocity of A after falling four metres will be two metres per second. Multiply this by its weight, one kilogram, and we get a quantity of
motion for A of $2 \times 1 = 2$. The velocity of B after falling one metre is one metre per second, so its quantity of motion is $1 \times 4 = 4$.

This simple example refutes the Cartesian claim that force is quantity of motion. But this is merely the first step; Leibniz goes on to give us the right answer. It is elicited from the fact that the distance any body has fallen is proportional to the square of its velocity. So Leibniz’s answer to the question, What is this motive force which is conserved? is *vis viva*, i.e., $mv^2$. It is easily verified in this or any other similar example.3

The platonic class of thought experiments will obviously be the most controversial. Critics may quibble with the details of the rest of my taxonomy, but no empiricist could seriously entertain the possibility of *a priori* knowledge of nature. However, I will not argue for the existence of platonic thought experiments now; chapter four is devoted almost entirely to this. Instead, I will first pass on to the next chapter which is a defence of platonism in mathematics. Mathematical platonism is an eminently respectable view, unlike a priorism about the physical world. Accepting the need for real abstract entities to explain mathematical thinking will ease the way in making platonism in thought experiments more palatable; it will give us a model on which to base our talk of this remarkable class of thought experiments.

**THEORY AND EVIDENCE**

Having now seen a variety of examples of the three types of constructive thought experiment, we can draw one major conclusion about them:

The burden of any constructive thought experiment consists in establishing (in the imagination) the thought-experimental phenomenon. This phenomenon then acts as fairly conclusive evidence for some theory.

In almost every thought experiment, the trick seems to be in getting the imagined phenomena going. The jump from the single case examined in the thought experiment to the theoretical conclusion is really a very small jump. Indeed, an inductive leap is often made (in the direct and conjectural cases, though not usually in the mediative), but it is certainly not the sort of thing one would be tempted to call a ‘bold conjecture’.4
This interesting fact about thought experiments calls for some speculation. I suggest it has something to do with natural kind reasoning. We hesitate to jump to the conclusion that all swans are white after seeing just one, but we don’t hesitate to think that all gold has atomic number 79 after analysing only one small sample. The difference is that we are unsure whether being white is an essential property of swans (indeed, we probably doubt it) while the atomic number does seem to be an essential property of gold. Thus, if one bit of gold has this property then they all must have it. In this way natural kind properties are linked to inductive inference; the general form of inference goes: If anything of kind A has essential property B, then every A has B. In any particular case doubts can arise—but not over the conditional. What may be questioned is whether the antecedent is true: Is this really a sample of gold? Does it really have atomic number 79, or have we made a faulty chemical analysis? Is micro-structure really the essential property of any material body or is it something else such as functional role?

When we set up a thought experiment, we are really dealing with what we take to be natural kind properties. Those are the ones which are operative in the thought experiment. Now, of course, we can be mistaken in our belief that the relevant properties in the thought experiment really are natural kind properties, but as long as we are convinced that they are, then the inductive leap to some general conclusion is as easy as it is in the gold case.

NORTON’S EMPIRICISM

John Norton has recently given an elegant and persuasive empiricist account of thought experiments. His view does considerable justice to a wide range of thought experiments, especially those I call destructive and mediative.

Norton’s basic idea is that thought experiments are just arguments; they are derivations from given premisses which employ strictly irrelevant, though perhaps usefully picturesque, elements. It is of central importance in Norton’s account that the premisses in the argument have been established in some fashion acceptable to an empiricist. The conclusion, then, will pass empiricist muster, since the deductive or inductive
consequences of empirically acceptable premisses are themselves empirically acceptable. Norton’s precise characterization is this:

Thought experiments are arguments which

(i) posit hypothetical or counterfactual states of affairs and
(ii) invoke particulars irrelevant to the generality of the conclusion.

It is motivated by a staunch empiricism.

Thought experiments in physics provide or purport to provide us information about the physical world. Since they are thought experiments rather than physical experiments, this information does not come from the reporting of new empirical data. Thus there is only one non-controversial source from which this information can come: it is elicited from information we already have by an identifiable argument, although that argument might not be laid out in detail in the statement of the thought experiment. The alternative to this view is to suppose that thought experiments provide some new and even mysterious route to knowledge of the physical world.

(Norton, forthcoming)

Norton’s account is highly appealing, but in spite of its many virtues it fails to do justice to two types of thought experiment. It is a good account of both destructive and mediative thought experiments, but it fails when we consider either conjectural or direct thought experiments. In Norton’s account we must start with clearly specified premisses, a well-articulated background theory. The thought experiment is an argument; it culminates in a conclusion. We have clearly specified premisses to work from in either destructive or mediative examples; but in the case of either direct or conjectural thought experiments we simply do not have a definite background theory from which we can be said to be arguing to our conclusion.

In the example of Newton’s bucket, which is a conjectural thought experiment, the argument culminates in absolute space which is postulated to explain the thought-experimental phenomenon. Absolute space is not the conclusion of an
argument, it is the explanation for a phenomenon that Newton, in effect, postulates. And in the case of Stevin’s inclined plane which is a direct thought experiment, we establish that the chain would remain in static equilibrium. Of course, the result does not come *ex nihilo*, but we debase the idea of a theory if we say the vague ideas we have about symmetry and perpetual motion machines constitute the premisses of an argument that Stevin (even in a vague sense) employed.

When Norton says, ‘The alternative to [his empiricist] view is to suppose that thought experiments provide some new and even mysterious route to knowledge of the physical world’ what he has in mind and wishes to dismiss out of hand is the kind of view I outlined earlier and argue for at length in *chapter four*. 
Platonism, according to one unsympathetic commentator, ‘assimilates mathematical enquiry to the investigations of the astronomer: mathematical structures, like galaxies, exist independently of us, in a realm of reality which we do not inhabit but which those of us who have the skill are capable of observing and reporting on’. (Dummett 1973, 229) I’ll call this view of mathematics ‘in the sky’—but not scornfully, though perhaps with a touch of self-mockery, since I think it is true. Mathematics is best accounted for by appeal to real platonic entities; not only do they provide the grounds for mathematical truth, but these abstract objects are also somehow or other responsible for our mathematical intuitions and insights.

This chapter is really stage-setting for the next. My aim is to liken thought experiments to mathematical thinking. But, in order to do that I need first to establish what I take to be the real nature of mathematical thought itself; hence this defence of platonism.

COMBINATORICS

Paul Benacerraf, in a very influential paper (1973), contrasts the semantically motivated platonistic account with the ‘combinatorial’ view, as he calls it. Hilbert’s s formalism is a paradigm combinatorial account of mathematics, but Benacerraf intends to include more under this umbrella term.

combinatorial accounts…usually arise from a sensitivity to [epistemological problems]…. Their virtue lies in providing
an account of mathematical propositions based on procedures we follow in justifying truth claims in mathematics: namely, proof.

Benacerraf is as unhappy with combinatorial views of mathematics as he is with semantical accounts. Their virtues come at a price. They make sense of knowledge, he thinks, but only at the cost of not being able to make sense of truth and reference. In other words, combinatorial and platonist accounts have opposite virtues and opposite vices. What I first want to cast doubt on is the belief that combinatorial views have any virtues at all.

‘Proof’ is taken by Benacerraf to mean formal derivability. That is, to prove a theorem is really to prove that

\[ \vdash \text{Axioms} \supset \text{Theorem} \]

is a logical truth.

Such a logical relation may well exist between the first principles of a mathematical theory and any of its theorems, but what role does this logical relation play in bringing about knowledge? Can this relation be used to explain epistemic facts? Establishing such a logical relation is usually a non-trivial task. Philosophers and mathematicians who champion such a view of mathematical proof usually omit mentioning the enormous difficulties. Or when they do admit, as Benacerraf does, that ‘this is of course an enormous task’, the concession is down-played by appearing only in a footnote (1973, 409n). To get a feel for the enormous difficulties that can be involved consider the following simple example.¹

A chess-board has 8×8=64 squares. Remove two opposite corner squares, leaving 62. A domino covers two squares. Question: Is it possible to tile, that is, to completely cover the board with 31 (non-overlapping) dominos?

The answer is, ‘No’. Here is a proof: Each domino must cover one black and one white square. Thus, any tiling could only be done if the number of black and white squares is equal, which is not the case here, since there are two fewer white squares than black ones. Thus, tiling the board is impossible.
Of course, this proof is in no way combinatorial; nor is it a formal derivation. The theorem, however, actually represents a logical truth. To see this we first need to translate the problem into logical terms, which we can do as follows. Each square gets a name which represents the proposition that it is covered.

The proposition ‘p&q’ means ‘Square p is covered and square q is covered’. Any domino covering p will also cover a square beside p; moreover, if it is covering p and q then it is not covering p and r, etc. Thus we have:

\[
\begin{align*}
(p\&q) & \lor (p\&r)\lor (p\&s)\lor (p\&t) \\
& \land ((p\&q) \lor ((p\&r)\lor (p\&s))\lor (p\&t)) \\
& \land ((p\&r) \lor ((p\&q)\lor (p\&s))\lor (p\&t)) \\
& \land ((p\&s) \lor ((p\&q)\lor (p\&r))\lor (p\&t)) \\
& \land ((p\&t) \lor ((p\&q)\lor (p\&r))\lor (p\&s)))
\end{align*}
\]

This describes the situation for one square. Continuing on in this way to describe the whole board we would have a sentence about

\[\text{Figure 19}\]
sixty-two times as long as this. Such a giant proposition is, as a matter of fact, a contradiction; so its negation is derivable in any complete system of propositional logic. But who could derive it? And who thinks his or her knowledge of the tiling theorem is based on this logical truth?

Is this the only way to express the problem in logical terms? Undoubtedly, no. Perhaps there are quantificational versions which are more manageable. But whatever the translation for combinatorial purposes is, notice how much worse the situation becomes for the would-be combinatorialist by enlarging the size of the board. The short proof works for any \( n \times n \) chess-board (with two opposite corners removed). It establishes the result with as much ease for a board with \( 10^{100} \times 10^{100} \) squares as the standard \( 8 \times 8 \) case. But combinatorial proofs would have to be changed for each \( n \), and they get more and more unwieldy as \( n \) increases.

Poincaré, in his essay ‘Intuition and Logic in Mathematics’ (1958), argues that logic alone cannot give us the great wealth of mathematical results. Though he holds that intuition is the main source of mathematical knowledge, Poincaré nevertheless seems willing to grant that logic can justify mathematical theorems after
the fact. (See the section on discovery vs justification in the next chapter.) If anything, Poincaré is perhaps being too generous; logic is neither the source of the ideas to start with, nor, in any practical sense, is it the justification. (At least, not in a wide variety of cases, though it is certainly the justification in many.)

The epistemological consequence of this is straightforward. If mathematical knowledge is based on proof, and proof is formal derivation, then in a vast number of cases, such as the tiling example, mathematical knowledge is impossible. Obviously, this is just absurd.

Benacerraf is right in thinking any combinatorial account has trouble with truth, but wrong to think it can do full justice to our epistemological concerns. It can’t do either; it is entirely without virtue. Given Benacerraf’s dichotomy, this brings us back to platonism.

WHAT IS PLATONISM?

In a much cited passage, the most famous of recent platonists, Kurt Gödel, remarks that ‘classes and concepts may...be conceived as real objects...existing independently of our definitions and constructions’. He draws an analogy between mathematics and physics:

> the assumption of such objects is quite as legitimate as the assumption of physical bodies and there is quite as much reason to believe in their existence. They are in the same sense necessary to obtain a satisfactory system of mathematics as physical bodies are necessary for a satisfactory theory of our sense perceptions...

(1944, 456f.)

And in the same vein:

> despite their remoteness from sense experience, we do have something like a perception also of the objects of set theory, as is seen from the fact that the axioms force themselves upon us as being true. I don’t see any reason why we should have any less confidence in this kind of perception, i.e., in mathematical intuition, than in sense perception.

(1947, 484)
In making their position clear, platonists are often forced to resort to analogies and metaphors. Gödel’s is the most famous, but my favourite is one by the mathematician G.H. Hardy, which I’ll quote at length since it is not as well known as it should be.

I have myself always thought of a mathematician as in the first instance an observer, a man who gazes at a distant range of mountains and notes down his observations. His object is simply to distinguish clearly and notify to others as many different peaks as he can. There are some peaks which he can distinguish easily, while others are less clear. He sees A sharply, while of B he can obtain only transitory glimpses. At last he makes out a ridge which leads from A, and following it to its end he discovers that it culminates in B. B is now fixed in his vision, and from this point he can proceed to further discoveries. In other cases perhaps he can distinguish a ridge which vanishes in the distance, and conjectures that it leads to a peak in the clouds or below the horizon. But when he sees a peak he believes that it is there simply because he sees it. If he wishes someone else to see it, he points to it, either directly or through the chain of summits which led him to recognize it himself. When his pupil also sees it, the research, the argument, the proof is finished. The analogy is a rough one, but I am sure that it is not altogether misleading. If we were to push it to its extreme we should be led to a rather paradoxical conclusion; that there is, strictly, no such thing as mathematical proof; that we can, in the last analysis, do nothing but point; that proofs are what Littlewood and I call gas, rhetorical flourishes designed to affect psychology, pictures on the board in the lecture, devices to stimulate the imagination of pupils.

(1929,18)

Platonism involves several ingredients:

(I) Mathematical objects exist independently of us, just as do physical objects. As Dummett puts it: ‘Mathematical statements are true or false independently of our knowledge of their truth-values: they are rendered true or false by how things are in the mathematical realm’. (1967, 202) Or as Hardy remarks: ‘In some sense, mathematical truth is part of objective reality.... When we
know a mathematical theorem, there is something, some object which we know’ (1929, 4).

(II) Mathematical objects are abstract; they exist outside space and time. This distinguishes platonism from non-platonic forms of mathematical realism such as the empiricism of Mill or Kitcher (1983), or the account of Irvine (1986) which uses Armstrong’s universals (which depend on the physical world for their existence).

(III) We learn about mathematical objects as a result of the mind’s ability to somehow grasp (at least some of) them. This is where analogies have played the biggest role. Thus, Gödel likens this grasping to the ‘perception’ of physical objects, and Hardy to ‘seeing’ a peak in a distant mountain range and ‘pointing’ to it. On the other hand, we needn’t directly perceive all the mathematical objects that we know about; some might be known through conjecture, as theoretical entities are known in physics. For instance, we directly see grass and the moon, but not electrons; we know about elementary particles since they are part of the scientific theory which is (we hope) the best explanation for the white streaks in cloud chambers that we do see. Similarly, some mathematical objects and some mathematical axioms are conjectured, not directly intuited.

(IV) Though it is a priori (i.e., independent of the physical senses), the mathematical learning process is not infallible. We don’t deny the existence of teacups even though we sometimes make perceptual mistakes about them. And since much of our mathematical theorizing is conjectural, it is bound to be wrong on occasion. Thus, Gödel rightly remarks: The set-theoretical paradoxes are hardly more troublesome for mathematics than deceptions of the senses are for physics’ (1947, 484).

Of these four ingredients the first two have to do with the metaphysics of platonism, the latter two with its epistemology. The third seems to be the most problematic; at least it has been the subject of most of the attention and ridicule from physicalists. But before fending off those attacks, let’s quickly go over the reason for being sympathetic with platonism in the first place. The π in the sky account of mathematics does, after all, have numerous virtues.

(A) It makes ‘truth’ in mathematics well understood. A mathematical sentence is true or false in just the same way that a statement about an everyday physical object is true or false.
Conventionalists and constructivists, on the other hand, have to do a great deal of fancy footwork to explain what is meant by saying that ‘2+2=4’ is true. Classical logic with all its power is a legitimate tool for mathematical employment. Thus we can continue in the use of our traditional mathematical techniques (such as indirect proofs); practice will not be hampered and does not have to be re-interpreted somehow.

(B) Platonism explains our intuitions, our psychological sense that various theorems really are true and must be so. No conventionalist or empiricist account can do justice to these psychological facts. Quine, for example, accepts a watered-down platonism which includes (I), (II), and (IV) but denies (III); that is, he denies we can perceive abstract objects; instead he claims we learn mathematical truths by testing their empirical consequences. But this leaves it an utter mystery why ‘3>2’ seems intuitively obvious while ‘protons are heavier than electrons’ is not.

(C) Finally, the platonistic picture gives a more united view of science and mathematics. First, they are methodologically similar (though not identical) kinds of investigation into the nature of things. Second, science also needs abstract entities; the best account of laws of nature takes laws to be relations among universals which are abstract entities (see chapter four which follows Armstrong 1983, Dretske 1977, and Tooley 1977). The case for this account of laws and the case for mathematical platonism are similar.

This virtue must, however, be sharply distinguished from a merely alleged virtue that science needs mathematics. Quine and Putnam, for example, have made ‘indispensability arguments’ to the effect that in order for science to work, mathematics must be true. This is the least convincing reason for platonism; the case for it is best made from pure mathematics alone. If Hartry Field’s Science Without Numbers works against these indispensability arguments, then it has merely undermined the weakest argument for platonism; the others are left intact.5

Of course, there is always one more virtue that any theory might have. It is comparative, having to do with the relative merits of its rivals. Here is not the place to list the many failings of formalism and other types of conventionalism, nor of intuitionism and other forms of constructivism, nor of physicalism in any of its versions. Readers who find the ontological richness of platonism distasteful should simply recall that the alternatives are even less palatable.
Platonism, however, is not without its problems. An oft-heard complaint is that it is completely redundant. What possible difference would it make if there were no platonic objects? Wouldn’t everything else still be the same? Moreover, analogies often cut two ways. Gödel says there is a kind of perception of abstract objects which is similar to ordinary sense perception. The attractiveness of the $\pi$ in the sky view rests in part on this analogy. But just what sort of perception is it? Critics claim that the account will never get past the hand-waving metaphors. For example, it has been called ‘flabby’ by Charles Chihara; and one of the most influential critics, Paul Benacerraf, remarks that the platonist ‘will depict truth conditions in terms of conditions on objects whose nature, as normally conceived, places them beyond the reach of the better understood means of human cognition (e.g., sense perception and the like)’ (1973, 409). Benacerraf suggests it is mysterious because we know nothing at all about the kind of perception of sets that Gödel mentions, and it may actually be impossible, since abstract objects if they did exist would be unknowable. The argument for this last objection is indeed plausible: to know about anything requires a causal connection between the knower to the known, and there can be no such connection between things inside space and time (i.e., us) and things outside space and time (i.e., sets and other abstract objects).

In sum, the cost of having a platonic explanation for our intuitive beliefs, as well as having a nice neat semantics and all the other virtues I mentioned, is very high: the explanation is at best flabby, our ontology has a vast store of redundant elements, and our knowledge is at best highly mysterious, and perhaps even impossible.

Even some of the friends of abstract objects such as W.V. Quine and Penelope Maddy shrink away from the epistemological aspects of platonism, refusing to believe that we can perceive sets in the full $\pi$ in the sky sense. All of these objections to platonism stem from a common motivation: empiricism, physicalism, and naturalism. The redundancy objection says we can do science without abstract objects; Chihara’s flabbiness objection says the platonic explanation is not the same as explanations in physics; the mysteriousness objection says we do understand physical perception, but not the perception of abstract objects; the causal objection says knowledge requires a physical connection between object and knower. Faint-hearted platonists like Quine and Maddy
try to reconcile their realistic views with these physicalistic objections rather than trying to meet the objections head on.

My strategy in the balance of this chapter is, first, to attack the faint of heart, then to take up the cudgels against the physicalistically inspired objections to fully-fledged $\pi$ in the sky.

**THE FAINT OF HEART**

Willard Quine and Penelope Maddy are fellow travellers of the platonist. They are both realists about sets: sets exist and are the truth makers for mathematical sentences. Where they back off accepting $\pi$ in the sky is over epistemology; at this point physicalist sentiment prevails (though quite differently) in each case. Mathematics, in Quine’s well-known metaphor, is part of our web of belief (1960). It is in the centre, and hence relatively immune from revision, but it interacts with all the other elements. It is very much like theoretical science, which is tested in hypothetical fashion via observational consequences. Schematically:

```
Mathematics statements
Physics statements
___________________________
:. Observation statements
```

True observation sentences count for the mathematics and physics used; false observation sentences count against. The physicalist’s epistemological scruples are largely satisfied; there are no claims here about seeing sets any more than there are claims about seeing electrons. All that is perceived are streaks in cloud chambers and the like which serve to support not just quantum mechanics but the theory of differential equations as well.

There are two problems which upset this view. First, as Parsons remarks, ‘it leaves unaccounted for precisely the obviousness of elementary mathematics’ (1980, 151). There are no sentences of quantum mechanics, or of theoretical genetics, or of theoretical psychology, etc. which feel obvious or seem as if they have to be true. Yet such sentences abound in mathematics. No matter what Quine says, our conviction that $2+2=4$ does not stem from laboratory observations, no matter how carefully performed or often repeated.
Second, Quine’s account of mathematics does not square with the history of science. Mathematics certainly does have a history; it is naive to think that a mathematical result, once established, is never overturned. (Lakatos 1976 is a good antidote to thinking otherwise.) But the sciences have had nothing to do with this. It is not that mathematics and physics don’t interact; obviously they do. The discovery of non-Euclidean geometries made general relativity thinkable; and the success of general relativity stimulated a great deal of further work on differential geometry. But their interaction is more psychological than logical. In the entire history of science the arrow of modus tollens (after an unexpected empirical outcome) has never been directed at the heart of mathematics; it has always been a theory with physical content which has had to pay the price.

Maddy protests that Quine’s account is at odds with mathematical practice. Contra Quine, she rightly notes that ‘(i) in justifying their claims, mathematicians do not appeal to applications, so [Quine’s] position is untrue to mathematical practice, and (ii) some parts of mathematics (even some axioms) aren’t used in applications, so [Quine’s] position would demand reform of existent mathematics’ (1984, 51).

The way mathematics is applied to science is not in the form of additional premisses added to physical first principles, but rather as providing models. A scientist will conjecture that the world (or some part of it) \( W \) is isomorphic to some mathematical structure \( S \). Explanations and predictions are then made by computing within \( S \) and translating back to the scientific language. If it is empirically a failure, no one would or should dream of modifying \( S \); rather one would look for a different structure \( S' \) and claim that \( W \) is isomorphic with it. Energy, for example, was modelled on the real numbers; but the ‘ultraviolet catastrophe’ (of black-body radiation) which led to the quantum theory was no threat to the theory of real numbers; instead, the old conjectured isomorphism was dropped and energy is now modelled on the integers (i.e., the energy operator has a discrete spectrum).

For any way that the world \( W \) could be, there is some mathematical structure \( S \) which is isomorphic to \( W \). I suspect that this fact about applied mathematics is what undermines Quine, since nothing that happens in the world would change our views about \( S \) itself. Experience could only change our view that the physical world is like \( S' \) rather than like \( S \). The corollary is that
we cannot learn about the properties of these various mathematical structures by examining the physical world; before we can conjecture that \( W \) is like \( S \) we must know about \( S \) independently.

Maddy may be sympathetic with some of this, but her physicalistic sentiments incline her away from a fully-fledged platonism. Like Quine, though, she comes very close to \( \pi \) in the sky without actually embracing it.

When Maddy looked into her refrigerator she saw three eggs; she also claims to have seen a set. The objection that sets aren’t anywhere in space or time, much less in her refrigerator, is answered: ‘It seems perfectly reasonable to suppose that such sets have location in time—for example, that the singleton containing a given object comes into and goes out of existence with that object. In the same way’, she continues, ‘a set of physical objects has spatial location in so far as its elements do. The set of eggs, then, is located in the egg carton—that is, exactly where the physical aggregate made up of the eggs is located’ (1980, 179). Her belief that there is a three-membered set of eggs in her refrigerator is, according to Maddy, a perceptual belief. But it doesn’t seem plausible to suggest that seeing the threeness of the set is like seeing the whiteness of the eggs. In order for it to be a perceptual rather than an inferential belief, she would also have to see the one-one, onto function between the set of eggs and the ordinal number three, which means she would have to keep the number three in her refrigerator, too.\(^6\)

There are other oddities with Maddy’s sets. Consider the fact that the ‘existence’ of Santa Claus is parasitic on the real existence of red things, jolly things, white-bearded things, etc. which allows Santa to be defined as the jolly, white-bearded fellow dressed in red. As we shall see this can lead to trouble. Maddy thinks sets are genuine natural kinds, at least the ones which are sets of physical objects. This kind can be dubbed by picking out samples [e.g., the set of eggs in her refrigerator]. Particular sets and less inclusive kinds can then be picked out by description, for example, “the set with no elements” for the empty set, or “the sets whose transitive closures contain no physical objects” for the kind of pure sets’ (1980, 184).

This means the empty set exists only courtesy of the existence of sets of physical objects. Set theory in its completely pure form, independent of any urelements, can’t exist. In its pure form, we
start with \( \emptyset \), then reiterating the set-theoretic operations build up
the hierarchy: \( \emptyset, \{\emptyset\}, \{\emptyset, \{\emptyset\}\}, \) etc. But Maddy can have none of
this; there can be no such thing on her account as genuinely pure
sets which aren’t somehow or other dependent on physical objects.
There can only be a set theory based on the impure kind, those
which have urelements, real physical entities, as members. Of
course, Maddy can define pure sets out of impure ones and thereby
have a pure set theory, but this requires the existence of impure
sets to start with. Pure sets are parasitic on impure sets; they can
only be defined into existence in terms of them.

However, we may object, what if there were no physical objects
at all? Wouldn’t it still be true that \( \emptyset \subset \{\emptyset, \{\emptyset\}\} \) and that \( 2+2=4 \)?
Leibniz thought that God freely chose to create the physical world,
but that the laws of logic and mathematics are true independent of
God. While I don’t endorse this (or any) theology, the sentiment
which motivates Leibniz seems right: there is something contingent
about the existence of the physical world, a contingency not shared
by the laws of mathematics. Two plus two does equal four
whether there are any apples to instantiate this fact or not, and the
theorems of set theory are true whether or not there are any
urelements. Sets of physical objects depend on the prior existence
of pure sets, not vice versa.

A FLABBY EXPLANATION?

Charles Chihara is an unsympathetic critic of platonism. He finds
it a ‘flabby’ account and thinks that ‘it is at least as promising to
look for a naturalistic explanation [of the commonality of
mathematical experiences] based on the operations and structure
of the internal systems of human beings’ (1982, 218). His reasons
for being dismissive, however, are not persuasive. Chihara heaps
scorn on the platonists’ analogy between seeing physical objects
and seeing mathematical objects. As an example, he considers the
similarities (or rather dissimilarities, in his view) between ‘believing
in sets’ and ‘believing in molecules’. He then notes that we have
the results of careful experiments, novel predictions, and so on in
the case of molecules, but we have nothing like this in the case of
sets. He rhetorically asks, ‘What empirical scientist would be
impressed by an explanation this flabby?’ (1982, 217).

Unfortunately, Chihara has completely misunderstood the
structure of the analogy. 7 Let me clarify by first distinguishing
the grounds of our knowledge in physics. There are the everyday objects of perception, such as tables, chairs, trees, the moon, etc. Realism about these objects is contrasted with phenomenalism. Unlike Berkeley, the vast majority of us are realists about observable objects. Why? The usual reason is that the reality of those objects is the best explanation for our common perceptual experiences. On the other hand there are the theoretical entities of science such as electrons, magnetic fields, genes, etc. We accept theories about these based on their ability to explain, to systematize, and to predict the behaviour of observable objects. Realists in this domain (usually called ‘scientific realists’) are contrasted with instrumentalists; the former say that reasons to adopt a theory are reasons to believe that it is true and hence reasons to believe that the theoretical entities involved exist, while instrumentalists claim that acceptable theories are to be understood only as being empirically adequate.

So how then does the platonist’s analogy with this work? Gödel was quite explicit in dividing our set-theoretic knowledge into two sources. Where he claimed that we had intuitions, or ‘something like a perception...of the objects of set theory, as is seen from the fact that the axioms force themselves upon us as being true’ (1947, 484) he meant in the elementary parts, i.e., concerning things we would call obvious. This would correspond to the physical perception of such objects as tables, chairs, apples, the moon, and white streaks in cloud chambers. He also held that some of our knowledge is conjectural; we hypothesize an axiom and subsequently come to believe our conjecture because we believe its consequences, which are directly obvious. For example, Gödel remarks,

There might exist axioms so abundant in their verifiable consequences, shedding so much light upon a whole field, and yielding such powerful methods for solving problems ...that, no matter whether or not they are intrinsically necessary, they would have to be accepted at least in the same sense as any well-established physical theory.

(1947, 477)

The boundary between those sets which can be perceived and those which cannot is undoubtedly fuzzy, just as in the case of
physical objects. Moreover, things can be made even more complicated by introducing the notion of theory-laden perceptions, which are no doubt as prevalent in mathematics as in physics. But these concerns are not the central issue. The crucial point is that the analogy platonists think exists between mathematical perception and physical perception has to do with the perception of macro-objects, not molecules.

The canons of evidence in the two cases are different. We believe in tables because we have table experience. On the other hand, we believe in molecules, not because we have experience of molecules, but because we subject the molecule theory to a wide battery of tests—we demand explanatory power, novel predictions, etc. Similarly, axioms of large cardinals, or that V=L, or the Continuum Hypothesis have been and continue to be thoroughly scrutinized; and in so far as they measure up (i.e., have plausible consequences), we accept them as being true. Gödel simply wants us to believe in the existence of some sets, the ones we can perceive, for the same sorts of reason that we reject Berkeley and happily believe in the existence of macroscopic physical objects.

Finally, Chihara castigates platonism for being so much cabbalistic claptrap.

Surely, there is something suspicious about an argument for the existence of sets that rests upon data of so unspecified and vague a nature, where even the most elementary sorts of controls and tests have not been run. It is like appealing to experiences vaguely described as ‘mystical experiences’ to justify belief in the existence of God.

(1982, 215)

Not so. Anyone at any time can have the experience of green grass or of two plus two equalling four, which makes these two examples alike and yet makes both quite unlike mystical experiences which cannot be reproduced even by those who claim to have had one. Chihara is right to dismiss mystical experiences, but there is not a shred of similarity between them and mathematical experiences.
DOES IT MATTER?

One of the most common objections to platonism—more often made in conversation than in print—is that the existence of abstract objects is irrelevant. Would things be any different if abstract objects did not exist? The question is usually asked rhetorically, the presumption being that the obvious answer says things would be exactly the same whether abstract entities did or did not exist.

But this is the wrong answer. Things would be very different. If there were no abstract objects, then we wouldn’t have intuitions concerning them; ‘2+2=4’ would not seem intuitively obvious. It is the same with teacups; if they did not exist I wouldn’t see any and there would be a great mess on the table every time I tip the pot.

Of course, the question could be intended in a deeper way, as asking: How would things be different if there were no abstract objects but everything else, including our ‘intuitions’, remained the same? I have no answer to this, except to point out that it is just like a Berkeleian sceptic asking the same question about material objects. The situation is no more embarrassing to the platonist than belief in ordinary material objects is to everyone else. We believe in independently existing material objects as somehow or other the cause of the phenomena; similarly, we should believe in platonic objects as somehow or other the cause of intuitions. However, this is not the place for an attack on general scepticism, so I won’t pursue the issue.

The modern brand of mathematical platonism isn’t the same as Plato’s, but it has much in common with the earlier theory, and it has to face many of the same objections. The challenge that ‘it doesn’t matter whether abstract objects exist or not’ is one of the earliest. Aristotle, for example, claims (Metaphysics 990A 34ff.) that Plato’s forms are an unnecessary duplication of the physical world. But what Aristotle fails to consider is that the forms do so much more than merely account for the physical world; they are also the source of our knowledge of the physical world and the basis of moral value. Similarly, mathematical objects aren’t merely the truth makers of mathematical sentences, they are somehow or other responsible for our mathematical beliefs as well.

A physicalist might concede this point only to pounce on another. Perhaps the existence of abstract objects would make a difference to our mental states, but how? What does it mean, our
objection persists, to describe abstract objects as ‘somehow or other’ responsible for our intuitions? Isn’t this just more mystery-mongering?

A MYSTERIOUS PROCESS?

Mathematical intuition is mysterious because we know nothing at all about the perception of sets that Gödel, Hardy and other platonists mention. Terms such as ‘grasping’, ‘apprehension’, and ‘a kind of perception’ are regularly used. But, it has been objected, this is quite unlike the situation regarding the five ordinary physical senses which we know something about. Dummett protests that the mathematical ‘perception’ which is alleged to exist has about it the ‘ring of philosophical superstition’ (1967, 202), and Benacerraf remarks that the nature of abstract objects ‘places them beyond the reach of the better understood means of human cognition (e.g., sense perception and the like’ (1973, 409).

But how much more do we know about physical perception than mathematical intuition? In the case of ordinary visual perception of, say, a teacup, we believe that photons come from the physical teacup in front of us, enter our eye, interact with the retinal receptors and a chain of neural connections through the visual pathway to the visual cortex. After that we know virtually nothing about how beliefs are formed. The connection between mind and brain is one of the great problems of philosophy. Of course, there are some sketchy conjectures, but it would be completely misleading to suggest that this is in any way ‘understood’. Part of the process of cognition is well understood; but there remain elements which are just as mysterious as anything the platonist has to offer. Let’s face it: we simply do not know how the chain of physical events culminates in the belief that the teacup is full. Of course, we should not glory in this state of ignorance. I suggest only that mathematical intuition is no more mysterious than the final link in physical perception. We understand neither; perhaps some day we will understand both.

Moreover, the correctness of our beliefs about the first part of the ordinary cognitive process (the part involving photons and signals to the visual cortex) is not in any way important to the issue at hand. Our present views about perception are highly theoretical and of only recent vintage. Those views might well be wrong; what our ancestors did believe not so long ago about such
processes is definitely wrong. For example, the onion skin theory of perception once prevailed. In this view, an infinitely thin surface (like a layer of an onion) came off an object and entered the percever’s eye. Our present account of perception might be as wrong as the onion theory. Nevertheless, whether we are right or wrong in our present account of perception, we are (and our ancestors were) rightly convinced that there are material objects such as trees and tables which exist independently of us and that they somehow or other are responsible for our knowledge of them.

Whether we do or do not know the details of the interaction which takes place ‘somehow or other’ between abstract objects and ourselves is of secondary importance. Platonism is not to be disarmed because it has—as yet—no story to tell about the cognitive process of intuition.

THE CAUSAL THEORY OF KNOWLEDGE

The objection to platonism stemming from the causal theory is a very forceful line of argument which has been endorsed by many people starting with Benacerraf (1973) and including Lear (1977), Field (1980), Kitcher (1983), and Papineau (1987). There have been attempted rebuttals by several, including Steiner (1975), who only accepts a much weakened version of the causal theory which does no harm to platonism; Maddy (1980), who avoids the threat by allowing only the perception of physical sets; Lewis (1986) who dismisses it as dubious epistemology, much less secure than the mathematics it challenges; and Wright (1983) and Hale (1987) who both thoroughly discuss the issue, and considerably lessen its plausibility, but do not forcefully come down against it. In spite of these responses, it seems fair to say that the causal theory of knowledge has largely won the day, and its use as a club to bash platonists is widely accepted. It is a major ingredient in an increasingly prevalent naturalistic view of the world.

The popularity of the causal objection has been recent. One doesn’t see it at all in the first part of this century. Nevertheless, this is certainly not its first appearance in history. One version of the objection is quite old, but may be of some interest. Sextus Empiricus argued that the Stoics’ notion of a proposition is unintelligible. Since the Stoics were thoroughgoing materialists about the mind they were quite vulnerable to Sextus’s objection.
Let it be supposed and gratuitously conceded, for the sake of advancing our inquiry, that ‘expressions’ (i.e., what is said) are ‘in existence’, although the battle regarding them remains unending. If, then, they exist, the Stoics will declare that they are either corporeal or incorporeal. Now they will not say that they are corporeal; and if they are incorporeal, either—according to them—they effect something, or they effect nothing. Now they will not claim that they effect anything; for according to them, the incorporeal is not of a nature either to effect anything or to be affected. And since they effect nothing, they will not even indicate and make evident the thing of which they are signs; for to indicate anything and to make it evident is to effect something. But it is absurd that the sign should neither indicate nor make evident anything; therefore the sign is not an intelligible thing, nor yet a proposition.

(Against the Logicians II, 262–4)

As we can see from this ancient example, there is actually a long tradition of using causal considerations to discredit abstract entities. Fortunately for the platonist, the causal theory is false.

In order to show this, the precise details of the causal theory of knowing are not important. The spirit of any account worthy of the name will include the idea that to know about something one must have some sort of causal connection with the thing known. Among recent discussions, the locus classicus is perhaps Alvin Goldman’s essay, ‘A Causal Theory of Knowing’ (1967). There are numerous accounts which develop the theory or modify and apply it. Undoubted is its appeal; everyday examples of knowledge fit the bill nicely. For example, I know (at the time of writing) that it is snowing in Moscow. How do I know this? Photons are entering the eyes of someone there who telephones a newspaper office in Toronto causing a typesetter to do certain things resulting in the printed page in front of me. Photons from this page enter my eye making me believe that it is snowing in Moscow. There is a causal chain from the snow in Moscow to me, and if some link were missing then I probably wouldn’t have had the belief I did.

Unless I’m causally linked somehow or other to the snow in Moscow I certainly don’t know about it. Analogously, unless I’m causally linked somehow or other to abstract objects then I certainly won’t know about them. It is, of course, a common
presumption that none of us is causally linked to anything outside of space and time.

Among those who would like to rid themselves of the albatross of the causal theory is David Lewis. His modal realism takes quite literally the existence of possible worlds and treats them as every bit as real as ours. These worlds in no way causally connect with ours; so champions of the causal theory of knowledge then ask, How can we know anything about them? Lewis, of course, claims to know quite a bit, so a reply is called for. In defending himself he takes mathematics as a precedent. It should be understood in a literal and straightforward way, according to him.

To serve epistemology by giving mathematics some devious semantics would be to reform mathematics... our knowledge of mathematics is ever so much more secure than our knowledge of the epistemology that seeks to cast doubt on mathematics. Causal accounts of knowledge are all very well in their place, but if they are put forward as general theories, then mathematics refutes them.

(Lewis 1986,109)

Those who insist on the causal theory won’t be persuaded with moves which seem question begging. Without further argument they will not let mathematics be a precedent, and will instead insist on accounts of both mathematics and possible worlds which are compatible with the causal theory of knowing. To simply disavow the causal theory, as Russell once remarked in a different context, has all the advantages of theft over honest toil. Lewis, in dismissing the causal theory, shows the right instincts, but we can do a bit better; we can produce an argument for its rejection. Fortunately, the toil involved is not too great.

My case against the causal theory is drawn from recent results in the foundations of physics. For those who are familiar with the background, the argument is simply this: Given an EPR-type set-up, if we know the outcome of a spin measurement on one side, then we can also know the outcome of a measurement on the other side. There is, however, no causal connection (either direct or linked through hidden variables) between these events. (This, at least on one interpretation, is the principal upshot of the so-called Bell results.) Consequently, we have knowledge without a causal connection, and so the causal theory of knowledge is false. For
those unfamiliar with the background, I'll try to spell the whole argument out briefly.

First, some of the features of any causal theory. I said above that I wasn’t concerned with details. That’s because full details would spell out how a causal connection of the appropriate sort is sufficient for knowledge. All I’m interested in is defeating the common claim of any causal theory that some sort of causal connection is necessary for knowledge. I’ll give only detail enough for that.

The first pattern of causal connection is the direct one which, schematically, we’ll put this way (where ‘sKp’ means subject s knows that proposition p is true):

\[
p \rightarrow \text{sKp}
\]

Examples abound. The fact that the cup is on the table before me causes me through ordinary sense perception to believe that the cup is on the table. (I’ll talk indifferently about facts and events causing their effects. There may be important differences, but they are not at issue here.)

What about knowledge of the future? How can I know it will rain tomorrow, if we rule out backwards causation? The causal theorist has a ready answer. We appeal to the principle of the common cause and thereby establish a causal link to any future event. I am directly causally connected with present cloud conditions; these conditions cause rain tomorrow as well as my knowledge of that future event. Schematically:

\[
p \rightarrow \text{CC} \rightarrow \text{sKp}
\]

If the causal theory is generally recognized to have a problem, it is with generalizations. We seem to know that all ravens are black; but how do we manage this, given that we certainly aren’t causally connected to each and every raven? Goldman thinks we know the general fact because we are causally connected to some instances. Schematically:
But, of course, this is extremely unsatisfactory for anyone who thinks we do have such general knowledge. Perhaps Popperians would be happy with this as an account of knowledge of generalizations— with the consequence they would gladly embrace that since we aren’t in causal contact with all ravens we simply don’t have the general knowledge that they are all black. Such generalizations should instead be seen as conjectures, on this view, not knowledge. However, those of us who are not sceptics will insist on something different.

A better account of inference [says Gilbert Harman] emerges if we replace ‘cause’ with ‘because’. On the revised account, we infer not just statements of the form \( X \text{ causes } Y \) but, more generally, statements of the form \( Y \text{ because } X \) or \( X \text{ explains } Y \). Inductive inference is conceived as inference to the best of competing explanatory statements. Inference to a causal explanation is a special case…. Furthermore, the switch from ‘cause’ to ‘because’ avoids Goldman’s *ad hoc* treatment of knowledge of generalizations. Although there is no causal relation between a generalization and those observed instances which provide us with evidence for the generalization, there is an obvious explanatory relationship. That all emeralds are green does not cause a particular emerald to be green; but it can explain why that emerald is green. And, other things being equal, we can infer a generalization only if it provides the most plausible way to explain our evidence.

(1973, 130f.)

Harman calls this a ‘modification’ (1973, 141) of Goldman’s causal theory of knowledge. If so, then the causal theory is no longer a threat to those doctrines I mentioned above, since it no longer demands a physicalistic cause. Platonic entities explain
our mathematical knowledge; possible worlds explain our modal talk; and, as I shall argue below, relations among abstract universals explain observed regularities in the physical world. Of course, we shall continue to debate whether these are the best explanations, but no longer can such entities be ruled out in principle on the grounds that they cannot be causally connected to potential knowers.

On the other hand, there may be a modification of Goldman’s account, different from Harman’s, which is more in the spirit of the original. This modification simply holds that we are in causal contact with all instances of a generalization. Consider our knowledge that all ravens are black. True, we are directly connected to only a small number of ravens. But each of these is causally connected back to its distant ancestor, the ‘first’ raven, which in turn is causally connected forward to all other ravens. This causal connection could then be the ground of our knowledge of the universal proposition that all ravens are black.

Similarly, there might be something in the common past of each emerald which makes them all green. Thus our knowledge of the generalization is really the same as our knowledge of the rain tomorrow which is based on our being directly causally connected to clouds today.

At any rate, making sense of generalizations is the great stumbling block of the causal theory, but I don’t want to make much of this problem here. The example, which I’ll turn to now, will instead focus on the other two features of the causal theory.

Einstein, Podolsky, and Rosen (1935) set out an ingenious argument to undermine the then reigning interpretation of quantum mechanics, the Copenhagen interpretation, which holds that quantum mechanical systems have their properties only when measured. EPR attacked the idea that measurements create instead of discover. Since this has already been explained, I’ll only briefly review it here. We start with a coupled system which can be separated, say an energetic particle which decays into a pair of photons moving in opposite directions. The initial system has spin 0 and spin is conserved. If we make a spin measurement on one photon along, say, the $z$ axis, and get what is commonly called spin up, then a measurement on the other photon along the same axis will result in spin down. We further suppose that the two measurements are done far from one another, indeed, outside each other’s light cones. This last requirement is sometimes called the
locality assumption. According to special relativity, the upper bound on the velocity of any signal prevents the measurement of one photon having an effect on the other.

We know the outcome of the distant measurement, but how is this possible? How can a measurement on one side, EPR asks, create the spin components on the other, since there is no causal influence of one on the other? It must be that the spin components were already present at the origin of the system and that the measurements discovered what they were; observation does not create the photon’s properties.

In terms of the causal theory of knowledge, we can see what is going on in the EPR argument. By making a measurement on one side we come to know the result by direct causal interaction. We also immediately know the other, but not through any direct causal connection. We come to know the distant outcome through a chain that goes to a common cause in the past of both measurements, something which caused the results in both cases. It is through this causal chain that we know of the remote result. It is analogous to our knowing today of the rain tomorrow.

EPR is an argument which concludes that the standard interpretation of quantum mechanics is incomplete; it could be completed by adding so-called hidden variables. The common cause at the origin which is causally responsible for the correlated outcomes would be such a hidden variable.

Alas, for all its brilliance, EPR does not work. J.S.Bell generalized the EPR argument, and subsequent experiments based on his results have shown that the EPR conclusion is hopeless. (The details of Bell’s theorem are in chapter six.) On the assumption that such hidden variables (i.e., the common cause) are present and that locality also holds, Bell was able to obtain an inequality that now bears his name. The remarkable thing is that his result has straightforward empirical consequences; it can be put to the test, something which we could never do with EPR. The outcome is not a happy one for so-called local realism. As long as we hold to special relativity—and we should certainly do that—then we must disavow hidden variables. In any EPR-type situation there is no common cause of the correlated measurement outcomes.

The moral for the causal theory of knowledge is simple: it’s wrong. We have knowledge of an event; but we are not causally connected in any physicalistic way with that event, either directly
(because of locality) or through a common cause in the past (since there are no hidden variables).

It is important to see that the situation here is quite different from, say, my knowledge that some raven outside my light cone is black. There are similarities and differences, but the latter are crucial. The similarities are these: I am directly causally connected to some raven which is black and to some photon which has, say, spin up; I know the distant raven is black and the distant photon has spin down; I am not directly causally connected to the distant raven, nor to the distant photon. The crucial difference is this: I am indirectly causally connected to the distant raven via past ravens; but I am not indirectly causally connected to the distant photon via anything at all. In accounting for this type of case (i.e., my knowledge of the spin state of the distant photon), the causal theory of knowledge is simply hopeless.

Nor is the situation to be trivialized by saying we know the distant spin measurement result because we know the theory. In a sense this is of course true. But the theory is not part of any causal chain from knower to thing known. Even if we did consider the theory as some sort of physical entity in its own right, still (my token of) the quantum mechanical theory is not (physically) connected to the spin components of the distant electron the way (my token of) the ‘all ravens are black’ theory could be said to be physically connected to each and every raven.

But just as no experiment in physics is really crucial, so no argument in philosophy is really conclusive. There is a respectable number of physicists, including David Bohm and Bell himself, who would rather give up special relativity than abandon any sort of causal connection between the distant outcomes. If this is done, a causal theorist could say that there is indeed a direct causal connection between the knower and the distant measurement result. The cost to physics, of course, is enormous, but the epistemic doctrine would be rescued. I am opting with the majority who refuse to pay the price. (The actual situation is more subtle than indicated here. The foregoing will be vindicated, however, by considerations in the final chapter.)

Ironically, the attitude toward the Bell results I’m adopting here is the same as that of the arch-anti-realist, Bas van Fraassen (1980, 1982). The realist (scientific realist, that is, not platonist) argument he tries to undermine goes like this: Significant correlations must be explained by appeal to a common cause. Sometimes nothing
observable can be found, so appeal must be made to something hidden (atoms, germs, genes, etc.) to explain the phenomena. Thus, the imperative to explain is sometimes an imperative to posit theoretical entities. In response to this argument, van Fraassen cites the Bell results as showing that the imperative cannot always be obeyed; there are significant correlations (i.e., spin correlations), but there cannot be a common cause which explains them. These correlations, according to van Fraassen, are just a brute fact about the world. To all of this I would agree, adding only that from the point of view of physical causation spin correlations are just a brute fact, but there is much more involved than this, as we shall see in the final chapter.

In sum, I’ve briefly characterized mathematical platonism and tried to defend it from some of the charges which are commonly made against it, including the objection stemming from the causal theory of knowledge which has in the past proven to be so persuasive. The debate between realists and nominalists has been long and glorious; there is little danger it will be settled now or in the near future. But we can continue to make a little progress here and there—by showing that our opponent’s objections are misguided, if nothing more definite than that.

The real point of this chapter, however, is to set the stage for the next, where a platonic account of thought experiments will be given. Acceptance of platonism in mathematics will make the following account of thought experiments more enticing—or at least seem not so ridiculous. Many of the objections raised against mathematical platonism have an analogue that will inevitably be raised against my view of thought experiments. This chapter nips them in the bud. Of course, I’d like to offer here a detailed account of the nature of mathematical intuition, since I could then carry it over to the epistemology of thought experiments, but in lieu of that I’m happy to be able to dispense (I hope) with some of the major objections to platonism and to conclude that those of us who fancy we know something about abstract objects have nothing to fear from the nay-sayers of nominalism.
4
SEEING THE LAWS OF NATURE

Happy are they who see the causes of things—Virgil

The existence of a special class of thought experiments—*platonic*—was asserted earlier when the taxonomy was created. This chapter is an attempt to vindicate that claim. I shall go about this by arguing, first, that these thought experiments are indeed *a priori*; and second, that laws of nature are relations between independently existing abstract entities. The existence of such entities gives the thought experimenter something to perceive. It also makes obvious which sense of *a priori* is at work; it is the same as that involved in mathematical platonism. Neither linguistic conventions nor Kantian forms of perception—both candidate accounts of the *a priori*—are involved. Some laws of nature, on my view, can be seen in the same way as some mathematical objects can be seen.

Of course, no case for any theory can be made except in comparison with alternative accounts; scattered throughout this chapter (as in the last) are remarks on the rival views of Kuhn, Mach, and Norton.

WHAT ARE PLATONIC THOUGHT EXPERIMENTS?

Thought experiments in physics work in a variety of ways. As we saw in the second chapter, some do their job in a *reductio ad absurdum* manner by destroying their targets. Others are constructive; they establish new results. A very small number of thought experiments seem to do both—in destroying an earlier
theory they also bring a new one into being. These are the platonic thought experiments. We can characterize them this way:

A *platonic thought experiment* is a single thought experiment which destroys an old or existing theory and simultaneously generates a new one; it is *a priori* in that it is not based on new empirical evidence nor is it merely logically derived from old data; and it is an advance in that the resulting theory is better than the predecessor theory.

The best examples of this are Galileo’s thought experiment concerning the rate of fall of bodies of different weights, the EPR thought experiment which destroyed the Copenhagen interpretation and established hidden variables, and Leibniz’s argument for the conservation of *vis viva*. (Remember that these are all fallible, in spite of being ingenious.)

**WHY *A PRIORI* ?**

Let’s quickly review the first of these examples. Galileo asks us to imagine a heavy ball (H) attached by a string to a light ball (L). What would happen if they were released together? Reasoning in the Aristotelian fashion leads to an absurdity. The lighter ball would slow down the heavy one, so the speed of the combined balls would be slower than the heavy ball alone (H+L < H). However, since the combined balls are heavier than the heavy ball alone, the combined object should fall faster than the heavy one (H < H+L) We have a straightforward contradiction; the old theory is destroyed. Moreover, a new theory is established; the question of which falls faster is obviously resolved by having all objects fall at the same speed.

Galileo’s thought experiment is quite remarkable and we are justified in calling this a case of *a priori* knowledge. Here’s why:

1. *There have been no new empirical data.* I suppose this is almost true by definition; being a thought experiment rules out new empirical input. I think everyone will agree with this; certainly Kuhn (1964) and Norton (forthcoming) do. It’s not that there are no empirical data involved in the thought experiment. The emphasis is on new sensory input; it is this that is lacking in the thought experiment. What we are trying to explain is the *transition* from the old to the new theory and that is not readily explained in
terms of empirical input unless there is new empirical input. (I will
deal with the idea of ‘old data seen in a new way’ below when
discussing Kuhn’s view.)

(2) Galileo’s new theory is not logically deduced from old data.
Nor is it any kind of logical truth. A second way of making new
discoveries—a way which does not trouble empiricists—is by
deducing them from old data. Norton holds such a view when he
claims that a thought experiment is really an argument. As we saw
in the second chapter, this view will certainly not do justice to all
thought experiments.

But might it account for those I call platonic? I think not. The
premisses of such an argument could include all the data that went
into Aristotle’s theory. From this Galileo derived a contradiction.
(So far, so good; we have a straightforward argument which
satisfies Norton’s account.) But can we derive Galileo’s theory that
all bodies fall at the same rate from these same premisses? Well, in
one sense, yes, since we can derive anything from a contradiction;
but this hardly seems fair.¹ What’s more, whatever we can derive
from these premisses is immediately questionable since, on the
basis of the contradiction, we now consider our belief in
the premisses rightly to be undermined.

Might Galileo’s theory be true by logic alone? To see that the
theory that all bodies fall at the same rate is not a logical truth, it
suffices to note that bodies might fall with different speeds
depending on their colours or on their chemical composition (as
has recently been claimed by Fischbach et al. 1986).²

These considerations undermine the argument view of thought
experiments.

(3) The transition from Aristotle’s to Galileo’s theory is not just
a case of making the simplest overall adjustment to the old theory.
It may well be the case that the transition was the simplest, but that
was not the reason for making it. (I doubt that simplicity or other
aesthetic considerations ever play a useful role in science, but for
the sake of the argument, let’s allow that they could.)³ Suppose the
degree of rational belief in Aristotle’s theory of falling bodies is \( r \),
where \( 0 < r < 1 \). After the thought experiment has been performed
and the new theory adopted, the degree of rational belief in
Galileo’s theory is \( r' \), where \( 0 < r < r' < 1 \). That is, I make the historical
claim that the degree of rational belief in Galileo’s theory was
higher just after the thought experiment than it was in Aristotle’s
just before. (Note the times of appraisal here. Obviously the degree
of rational belief in Aristotle’s theory after the contradiction is found approaches zero.) Appeals to the notion of smallest belief revision won’t even begin to explain this fact. We have not just a new theory—we have a better one.

As well as these there are other reasons which suggest the example yielded a priori knowledge of nature, but possibly the most interesting and most speculative has to do with its possible connection to a realist account of laws of nature recently proposed by Armstrong, Dretske, and Tooley.

**LAWS OF NATURE**

Thought experiments often lead to laws, but what are laws of nature anyway? There are two main contenders. The long-established view follows Hume in holding that a law is nothing more than a regularity; laws are supervenient on physical happenings. The other view is an upstart—though it is as old as Plato. It holds that laws are relations among universals, that is, connections between independently existing abstract entities. In this and the next section I will argue against Hume and for Plato.

Hardly any philosophers follow David Hume into general scepticism, but few philosophical doctrines have prevailed to such an extent as Hume’s view of causality and the laws of nature. ‘All events seem entirely loose and separate’, says Hume. ‘One event follows another, but we never can observe any tie between them’ (Enquiry, 74).’ … [A]fter a repetition of similar instances, the mind is carried by habit, upon the appearance of one event, to expect its usual attendant, and to believe that it will exist’ (Enquiry, 75). Causality and the laws of nature are each nothing more than regularities. To say that fire causes heat or that it is a law of nature that fire is hot, is to say nothing more than that fire is constantly conjoined with heat. Hume defined cause as ‘an object, followed by another, and where all the objects similar to the first are followed by objects similar to the second’ (Enquiry, 76).\(^5\) We can’t see a ‘connection’ between fire and heat such that if we knew of the one we could know that the other must also occur. All we know is that whenever in the past we have experienced one we have also experienced the other. Hence, the ‘regularity’ or ‘constant conjunction’ view of causality and laws of nature.

The appeal to empiricists is evident. All that exists are the regular events themselves; there are no mysterious connections between
events—no metaphysics to cope with. The general form of a law is simply a universal statement. It is a law that As are Bs has the form: \( \forall x (A x \supset B x) \). ‘It is a law that ravens are black’ comes to: all ravens are black; ‘it is a law that quarks have fractional charge’ comes to: all quarks have fractional charge.

But the elegance of Hume’s account is somewhat mitigated by a multitude of examples which have the universal form, yet clearly are not laws of nature. First, consider vacuous truths:

All unicorns are red.
All unicorns are not red.

These would have to be counted as laws on the naive version of the regularity account. They are vacuous truths since there are no unicorns, but they are truths just the same since any universal conditional with a false antecedent is automatically true. Thus, there are all kinds of bizarre laws.

An apparently simple way to get rid of them is to disallow sentences with false antecedents from the class of laws. However, Newton’s first law which says that a body which is acted upon by no force remains in a state of rest or constant rectilinear motion is vacuously true. In our universe where every body gravitationally interacts with every other body, none is free of feeling some force.

Let’s turn to some non-vacuous generalizations which we’ll suppose true:

All apples are nutritious.
All silver conducts electricity.
All the fruit in the basket are apples.
All the coins in Goodman’s pocket on VE Day are silver.

What is the difference between genuine laws (the first two are likely candidates) and ‘accidental’ generalizations (the last two)? Almost all champions of the regularity view have admitted some sort of difference, but they have all wanted to place that difference in us, not in nature.

Those who adopt such a subjective view of laws of nature include: Nelson Goodman: ‘we might say a law is a true sentence used for making predictions…. [R]ather than a sentence being used for prediction because it is a law, it is called a law because it is used for prediction…’ (1947, 20); and A.J. Ayer: ‘My suggestion
is that the difference between our two types of generalization lies
not so much on the side of the facts which make them true or
false, as in the attitude of those who put them forward' (1956,
88).

If different people were to adopt different attitudes to the
various generalizations it would mean they had different laws—
and no one could be said to be wrong. This bizarre consequence is
even admitted by R.B.Braithwaite, another champion of the
subjective view, who says his ‘thesis makes the notion of natural
law an epistemological one and makes the “naturalness” of each
natural law relative to the rational corpus of the thinker’ (1953,
317).

As well as the relativity of laws on this subjective account, there
is another unpalatable consequence. Before there were sentient
beings who could adopt different attitudes to various
generalizations, there were no laws of nature at all. Some
empiricists are aware of these consequences and are prepared to
accept them—I’m not.

It seems logically possible that a world could be governed by
laws and yet have no (repeatable) regularities. To contend with
this and other difficulties in the original Humean account John
Earman has proposed the ‘empiricist loyalty test’ which involves
subscribing to the principle: if two possible worlds agree on the
occurrent facts then they agree on the laws. He rightly claims that
this principle ‘captures the central empiricist intuition that laws are
parasitic on occurrent facts’ (Earman 1986, 85). A variation on the
Humean theme which does justice to Earman’s loyalty test has
been proposed by John Stuart Mill, by Frank Ramsey, and
(following Ramsey) by David Lewis. Laws, on this account, are
propositions at the heart of any systematization of the facts of
nature (regularities or not). Ramsey: ‘causal laws [are] consequences of those propositions which we should take as axioms
if we knew everything and organized it as simply as possible in a
deductive system’ (1931, 242). Ramsey only held the view for
a short time since ‘it is impossible to know everything and organize
it in a deductive system’, But David Lewis (1973) rightly pointed
out that this is a poor reason—we can talk about the ideal
systematization (one which best combines simplicity and strength)
without knowing what it is.

This view overcomes the objections raised above that the
laws are relative to belief systems or that they are non-existent
before humans came on the scene, since ideal systematizations exist quite independently of us. Nevertheless, while the problems stemming from subjectivity are overcome, others remain.

Consider the following situation which is inspired by an example from Tooley (1977). Imagine that the Big Bang took place in two stages. In the first, a class of particles—let’s call them ‘zonks’—receded from the rest of the remaining matter in the universe at the speed of light. And let us further suppose that this separation of types of matter is governed by quantum mechanical laws which are only statistical; that is, the separation isn’t necessary. Thus, never in the entire history of the universe would zonks interact with protons, electrons, etc. It seems reasonable to say, however, that even though zonks and protons never interacted, if they had they would have done so in a law-like way. That is, there are laws governing the interaction of zonks and protons. However, any systematization of the regularities of this universe would include only vacuous truths about zonk-proton interactions. Thus, we would have:

In zonk-proton collisions plonks are emitted.
In zonk-proton collisions no plonks are emitted.

One and only one of these is a law of nature. Thus, the Mill-Ramsey-Lewis-Earman account can’t do justice to this situation. There is more to a law of nature than a regularity or a set of occurrent facts, and that something more is not captured either by subjective attitudes or by ideal deductive systematizations—that something extra must be in reality itself.

LAWS AS RELATIONS AMONG UNIVERSALS

A new account of laws has been proposed in the light of great dissatisfaction with any regularity view. It is the simultaneous, independent creation of David Armstrong, Fred Dretske, and Michael Tooley. Each claims that laws of nature are relations among universals, that is, among abstract entities which exist independently of physical objects, independently of us, and outside of space and time. It is a species of platonism.

The ‘basic suggestion’, according to Tooley, ‘is that the fact that universals stand in certain relationships may logically necessitate some corresponding generalization about particulars, and that
when this is the case, the generalization in question expresses a law’ (1977, 672).

A law is not a regularity, it is rather a link between properties. When we have a law that Fs are Gs we have the existence of universals, F-ness and G-ness, and a relation of necessitation between them. (Armstrong symbolizes it: N(F,G).) A regularity between Fs and Gs is said to hold in virtue of the universals F and G. ‘[T]he phrase “in virtue of universals F and G” is supposed to indicate’, Armstrong says, that ‘what is involved is a real, irreducible, relation, a particular species of the necessitation relation, holding between the universals F and G...’ (1983, 97).

The law entails the corresponding regularity, but is not entailed by it. Thus we have:

\[ N(F,G) \rightarrow (\forall x)(Fx \supset Gx) \]

And yet:

\[ (\forall x)(Fx \supset Gx) \nRightarrow N(F,G) \]

The relation \( N \) of nomic necessity is understood to be a primitive notion. It is a theoretical entity posited for explanatory reasons. \( N \) is also understood to be contingent. At first sight this seems to be a contradiction. How can a relation of necessitation be contingent? The answer is simple. In this world Fs are required to be Gs, but in other worlds Fs may be required to be something else. The law \( N(F,G) \) is posited only for this world; in other possible worlds perhaps the law \( N(F,G') \) holds.

The new view has lots of precursors. One of the most interesting is that of C.S. Peirce. Though in many respects a staunch empiricist, he felt driven to acknowledge the reality of what he called ‘thirdness’, a category in his ontology of things which includes the laws of nature.

With overwhelming uniformity, in our past experience, direct and indirect, stones left free to fall have fallen. Thereupon two hypotheses only are open to us. Either—

1. the uniformity with which those stones have fallen has been due to mere chance and affords no ground whatever, not the slightest, for any expectation that the next stone that shall be let go will fall; or

2. the uniformity with which stones have fallen has been due to some active general principle, in which case it
would be a strange coincidence that it should cease to act at
the moment my prediction was based upon it.

Of course, every sane man will adopt the latter hypothesis. If he could doubt it in the case of the stone...a thousand other such inductive predictions are getting verified every day, and he will have to suppose every one of them to be merely fortuitous in order reasonably to escape the conclusion that general principles are really operative in nature. That is the doctrine of scholastic realism.


Some of the advantages of a realist view of laws are immediately apparent. To start with, this account distinguishes—objectively—between genuine laws of nature and accidental generalizations. Second, laws are independent of us—they existed before we did and there is not a whiff of relativism about them. Third, even if there is no interaction between kinds of particle (zonks and protons) there are still laws governing those (possible) interactions. Finally, uninstantiated laws (e.g., Newton’s first law) are not merely vacuously true, but are (candidates for) genuine laws.

There is lots more to be said about the problems of the regularity view of laws, lots more to be said about laws as relations among universals, and lots more to be said about the virtues of such a platonic account. Armstrong (1983), Dretske (1977), and Tooley (1977) must be consulted for more. But before leaving this section I will add one final epistemological point. One might wonder whether all this mysterious metaphysics isn’t a bit hard to test. Wouldn’t an empiricist account make specific conjectured laws of nature easier to evaluate than laws which are encumbered with platonic trappings?

Another reason for starting with the constant conjunction view is that, according to it, scientific laws are logically weaker propositions than they would be on any alternative view of their nature. On any other view a scientific law, while including a generalization, states something more than the generalization. Thus, the assumption that a scientific law states nothing beyond a generalization is the most modest assumption that can be made.... It is difficult enough to justify our belief in scientific laws when they are regarded simply as generalizations; the task becomes more difficult if
we are required to justify belief in propositions which are more than generalizations.

(Braithwaite 1953, 11)

Braithwaite’s point seems compelling initially, but on consideration collapses. If science were really interested in discovering generalizations it would be trying to determine whether all the coins in Goodman’s pocket on VE Day were silver. On the contrary, science is after the laws. And even for modern followers of Hume, including Braithwaite, those laws will be regularities plus something else—though that extra something will not have to do with the world. To establish that Fs are Gs is a law, a modern Humean will have to establish two things:

(1) \((\forall x)(Fx \supset Gx)\)

(2) That (1) plays the right sort of role in either the ideal or our present systematization of the facts of the world.

The second of these conditions is hopeless. First, how could we ever know that (1) is included in the final science? It’s hard enough merely to establish rational belief for here and now. The second possibility, establishing that it plays the right role in our present scheme of things would seem easy—we merely have to ask ourselves if we consider this (say, F=ma) a law or not. Alas, it’s not always so easy.

Consider a very complicated molecule and a well-verified conjecture about its energy levels. Thus, we know that the appropriate generalization is true, but is it a law? To know whether it plays the right sort of role in our present scheme is to derive the energy levels from the Schrödinger equation. For a suitably complex molecule it is hard enough even to write down the Schrödinger equation; an exact solution is humanly out of the question. Even a numerical solution using supercomputers could take more than the entire history of the universe to achieve. Confirmation is impossible—modest empiricism is not so modest after all.

**LAWS AND THOUGHT EXPERIMENTS**

Here is not the place to argue at length for the merits of a platonic account of laws. That has already been done admirably by
Armstrong, Dretske, and Tooley. I want only to adopt it and to point out the harmony between it and my *a priori* account of thought experiments. I now want to suggest that the way some thought experiments work—the platonic ones—is by allowing us to grasp the relevant universals. The epistemology of thought experiments is similar to the epistemology of mathematics. Just as we sometimes perceive abstract mathematical entities, so we sometimes perceive abstract universals.

Let me put this another way. Suppose Gödel is right: we can ‘see’ some mathematical objects (which are abstract entities). And suppose the Armstrong-Dretske-Tooley account of laws of nature is also right: laws are relations among universals (which are abstract entities). Wouldn’t it be a surprise and indeed something of a mystery if we couldn’t ‘see’ laws of nature, as well? Isn’t the ability to grasp them just as we grasp mathematical objects exactly what we should expect?

The reason this issue of the nature of laws is so important to my account of thought experiments is simply this: I need something for thought experimenters to see. So far I’ve argued for the *a priori* nature of (some) thought experiments, but the term ‘*a priori*’ has several different interpretations—only one is to my liking.

The linguistic interpretation has it that *a priori* truths are true merely in virtue of the meanings of the terms involved. Thus, ‘Bachelors are unmarried males’ is known to be true independently of experience because the very meaning of ‘bachelor’ is ‘unmarried male’. Sensory experience plays no role since it is a truth about language, not about the world. A second interpretation of *a priori* knowledge has it that it is innate, placed in the mind by God, or by an evolutionary process; or as Kant would have it, *a priori* knowledge has something to do with the structure of thought.

None of these accounts of the *a priori* should be believed, at least, not if they are intended to be exhaustive; nor should Plato’s view (also innatist) be accepted in full. Plato held that our immortal souls once gazed upon the heavenly forms. Our *a priori* knowledge is the result of remembering what we forgot in the rough and tumble of birth. The only part of this I wish to retain is (the non-innatist part) that universals (properties and relations) have an existence of their own and like mathematical objects can be grasped by the human mind. This is an objective view of *a priori* knowledge—it posits a non-sensory perception of independently existing objects.
If the empiricist account of laws can be undermined and the realist view of Armstrong, Dretske, and Tooley established, then it will contribute considerably toward vindicating the platonic account of thought experiments.

**OBJECTIONS AND REPLIES**

Many of the objections that spring to mind are analogous to standard objections to mathematical platonism. I included the chapter on mathematical thinking in the hopes of nipping these objections in the bud and hence of easing the way into the present chapter—platonism in mathematics is easier to swallow than *a priori* physics.

There is no need to go through each of these objections in detail. I will just briefly recap a couple for illustration; those who are interested can easily reformulate other objections and replies for themselves.

**First objection:** Even if the laws of nature exist in platonic fashion they are unknowable. To know $x$ we must be in some sort of physical contact with $x$, but this cannot happen with abstract objects which are outside of space and time.

**Reply:** In an EPR-Bell set-up we have knowledge of the remote measurement result, yet there is no physical causal connection. Thus, physical causal connections are not necessary for knowledge.

**Second objection:** The analogy between physical perception and the intuition of abstract objects is weak since ordinary sense perception is well understood while the perception of laws of nature is a complete mystery.

**Reply:** The claim that we understand ordinary sense perception is simply fraudulent. At best we understand part—the physical process starting with photons emitted by an object and ending with neural activity in the visual cortex. From there to *belief* about the object seen is still a complete mystery. The perception of abstract laws of nature is certainly no more mysterious than that. Moreover, even if we didn’t have any idea at all about how ordinary physical perception worked (remember, our ancestors certainly had the wrong idea), we still would be justified in believing in the existence of physical objects as the things we actually see. Similarly, we are justified in believing in the real existence of laws of nature as the objects of our intuitions.
As I mentioned above, I hope I have anticipated most of the major objections to a platonic account of thought experiments in the preceding chapter. However, there is one more issue I wish to consider.

The platonic account of thought experiments flies in the face of everything an empiricist holds dear.

there is only one non-controversial source from which [thought-experimental] information can come: it is elicited from information we already have by an identifiable argument, although that argument might not be laid out in detail in the statement of the thought experiment. The alternative to this view is to suppose that thought experiments provide some new and even mysterious route to knowledge of the physical world. Thus Brown (1986, p. 12–13) argues that thought experiments are a special window through which we can grasp the universals of an Armstrong-like account of physical laws. I can see no benefit in adopting a mysterious window view of thought experiments, when all the thought experiments I shall deal with (and have seen elsewhere) in modern physics can be readily reconstructed as arguments.

(Norton forthcoming)

The style of Norton’s objection to taking thought experiments as a unique way of gaining knowledge is reminiscent of the objection of Benacerraf and others to Gödel’s mathematical intuitions. Each claims the respective proposal is ‘mysterious’ and that there is an uncontroversial reconstruction—a formal derivation from axioms in the mathematical case and a formal derivation from empirical premisses in the thought experiment case—yielding the same results as the mathematical intuition or the thought experiment but without the epistemological problems.

Perhaps the well-entrenched distinction between the so-called ‘context of discovery’ and the ‘context of justification’ lies implicitly behind Norton’s belief that what really matters is the reconstructed argument. It is also implicit in Benacerraf’s challenge to mathematical platonism.
Indeed, I suspect this distinction is in the back of the minds of all those who would reject a serious role for intuitions in mathematics or for thought experiments in physics. Critics are often willing to allow a psychological role for each, but when it comes to justification—real evidence, rational grounds for belief—then only the so-called reconstruction counts. It is the formal derivation (a Benacerraf might say) which is the real proof of the mathematical theorem; it is the empiricist reconstruction (a Norton might say) which is the real evidence of the physical theory. This is certainly Carl Hempel’s view:

[T]heir heuristic function is to aid in the discovery of regular connection…. But, of course, intuitive experiments-in-imagination are no substitute for the collection of empirical data by actual experimental or observational procedures.

(1965, 165)

The discovery/justification distinction works well with examples such as Kekulé’s famous dream of a snake biting its own tail which suggested to him that the benzene molecule is a ring. But it does not work well with the examples discussed here.

To put it picturesquely: first, imagine Galileo at a conference; he announces that all bodies fall with the same speed. Asked for empirical evidence, he admits to having none, but instead describes his thought experiment. Second, imagine the discoverer of the no-tiling theorem (discussed in the second chapter) announcing this result at the conference. Asked for a formal derivation, the discoverer of the theorem admits to not having one, but instead gives the ‘short proof. Now imagine Kekulé at this same conference. He claims the benzene molecule is a ring. Asked for empirical evidence, he says that he, too, has none; but—not to worry—he had a great dream about a snake.

Are these really on a par? What is going on is this: the ‘short proof’ of the tiling theorem is evidence of the existence of a formal derivation; the thought experiment is evidence of the possibility of an empiricist reconstruction. Kekulé’s dream, on the other hand, is not evidence that empirical confirmation is just down the road. What I want to assert now is just this rather obvious fact: Evidence is transitive. If P is evidence for Q, and Q is evidence for R, then P
is evidence for R. Thus, if the ‘short proof is evidence for the existence of a formal derivation and the formal derivation is evidence for the theorem, then the ‘short proof is evidence for the theorem. Similarly, Galileo’s thought experiment (unreconstructed) is evidence for his claim that all bodies fall with the same speed.

At the very least, abstract entities explain our beliefs as grounded by the initial (unreconstructed) evidence and our further belief that there is ‘real evidence’ to be had. Kekulé’s dream has to be explained in some completely different way.

KUHN’S PARADIGMS

Platonic thought experiments are not just cases of seeing old empirical data in a new way; yet such a view is essentially Kuhn’s. In his extremely interesting and insightful essay on thought experiments (Kuhn 1964), he does not use the terminology of ‘paradigms’ and ‘gestalt shifts’ found in *The Structure of Scientific Revolutions*, but the ideas are the same. The thought experiment shows us a problem in the old framework; it induces a crisis, and this, says Kuhn, helps us to see the old data in a new way—re-conceptualized. A thought experiment generates a new paradigm. Kuhn is half sympathetic with a view he considers as traditional among philosophers, and describes as follows:

> Because it embodies no new information about the world, a thought experiment can teach nothing that was not known before. Or, rather, it can teach nothing about the world. Instead, it teaches the scientist about his mental apparatus. Its function is limited to the correction of previous conceptual mistakes.

(Kuhn 1964, 252)

Kuhn no sooner outlines this view than he goes on to qualify it by remarking that ‘from thought experiments most people learn about their concepts and the world together’ (1964, 253). The sense in which we can learn about the world has to do with correcting previous conceptual ‘mistakes’ in some central concept. ‘But’, he stresses,

we cannot, I think, find any intrinsic defect in the concept by itself. Its defects lay not in its logical consistency but in its
failure to fit the full fine structure of the world to which it was expected to apply. That is why learning to recognize its defects was necessarily learning about the world as well as about the concept.

(1964, 258)

Recall that for Kuhn there is no world which exists independently of any conceptualization we may have of it; the world is paradigm dependent. In one of his most dramatic claims he remarked, ‘In a sense that I am unable to explicate further, the proponents of competing paradigms practice their trades in different worlds’ (1970, 150). So the sense in which we learn about the world must be a highly qualified one.

Though extremely perceptive in many ways, Kuhn’s views on thought experiments are ultimately not persuasive. There are a number of reasons for this. To start with, there are several thought experiments which have nothing to do with detecting problems in an old theory (e.g., Stevin’s inclined plane or Newton’s bucket).

In paradigm change, on Kuhn’s view, there is no new paradigm that is uniquely and determinately the one that must be adopted. Yet Galileo’s theory that all bodies fall at the same rate seems the unique belief one ought to adopt after Aristotle’s theory in the light of the damage done to it by the thought experiment.

Moreover, even though Kuhn is generally right about the difficulties of comparing different paradigms, incommensurability problems do not seem to be present in the Galileo case. There has been no change of meaning in the terms ‘light’, ‘heavy’, and ‘faster’. Galileo and his Aristotelian opponents are not talking past one another during the performing of the thought experiment. Indeed, it can only be performed because they do mean the same things by their common terms.

Ian Hacking points out another feature of thought experiments to which Kuhn’s account may fail to do justice. This has to do with their somewhat eternal appeal. The famous square-doubling example in Plato’s *Meno* continues to impress modern readers—even though we are 2,500 years away from it. This is true for a large number of thought experiments as well. By tying them so tightly, as Kuhn does, to the fortunes of particular conceptual schemes—often long-departed ones—it becomes something of a mystery why they still have the power to impress us so deeply.
In many respects Kuhn’s view is like my own. We both think much is learned by thought experiments and that they cannot be eliminated in favour of something innocuous (i.e., an argument à la Norton). The difference between us is this: Kuhn thinks we learn about our conceptual scheme (and only derivatively about the world) while I think we learn about the world (and only secondarily about our conceptual scheme). In a nutshell, unlike Kuhn, I hold a realist view of thought experiments.11

**A PRIORI BUT FALSE?**

Throughout this book I’ve insisted that *a priori* reasoning is fallible. The conclusion of the Galileo thought experiment has recently been challenged and the EPR conclusion is almost certainly wrong given the Bell results. Let’s suppose for the sake of the argument that both of these wonderful thought experiments actually do result in a false conclusion. How then can I reasonably claim that the thought experimenter grasps the relevant abstract entities or sees the particular law of nature involved? In such cases there can be no such entity to be grasped, no such law of nature to be seen. Perhaps Kuhn is right in thinking there is no more to the world than is created by our conceptual scheme, and that thought experiments really tell us about those, not about a paradigm-independent world.

Frankly, I have no idea how to answer this question, which is one of the most important in all philosophy of science. It is not a problem which is peculiar to my view—it is really the problem of verisimilitude which has been the bane of philosophy of science for years. How is it that a (physical) world that contains no phlogiston, caloric, or aether can somehow be responsible for bringing about the phlogiston, caloric, and aether theories? Though we often now make fun of such theories, they were actually successful to some degree in their day and were believed by reasonable people. (Maxwell once said that the aether theory was the best confirmed in all science.) The physical world somehow or other contributed to the production of these rational, but false, beliefs. It seems fair to consider them as steps in the series of better and better theories about the world. They are false; they do not ‘cut reality at its joints’; but they are not totally disconnected from the world either.
In just the same sense, I would claim, Galileo’s thought experiment and that of EPR hook on to abstract reality even though they may not cut it at its joints either. And even though the thought experimenter does not perceive things clearly, the abstract realm nevertheless contributes to or causes the belief. A priori fallibility presents no more problems than empirical fallibility does. Mistakes are a mystery anywhere they occur—for that matter, so is getting it right.

POSSIBLE WORLDS REASONING?

Recent years have seen great interest in what are called ‘possible worlds’. (I have used the idea loosely in a number of places already in this book.) Possible worlds are a semantic device which has been put to great use in modal logic (which deals with necessity, contingency, and other modal notions) and the analysis of counterfactuals (i.e., conditional sentences of the form: If P were to be the case then Q would be the case). Success in these realms naturally leads one to suspect that possible worlds will shed some light on thought experiments as well. There are no frictionless planes in our world, so let’s just consider a possible world in which there are and then see how Stevin’s chain device behaves. No one here can run at the speed of light, so let’s consider a possible world in which people can, then ask what they see.

At this vague level, talk of possible worlds is harmless. Indeed, it is even heuristically useful. But I am not too sanguine about the utility of possible worlds when we push for details.

Possible worlds are ways things could be. They can be quite fantastic: filled with talking horses, immortal butterflies, and objects which fall at different rates due to their different colours. But there is one thing any possible world must be: consistent. This is what makes them inadequate for the analysis of a great deal of scientific reasoning. The simple fact is that many thought-experimental situations, like the scientific theories they deal with, are outright inconsistent.

Let us consider Maxwell’s demon for a moment and let us demand to know how the demon knows the whereabouts of the molecules it is sorting. Either we have an ignorant or an omniscient demon. (A) If the demon is initially ignorant then it has to gather information about the position and velocity of the molecules. Perhaps it does so with a flashlight, bouncing photons
off the various molecules. In this case the demon does work, arguably more than is gained in having the heat transferred from the cold to the hot body. In such a case the thought experiment is pointless. Household refrigerators can already do that. (B) If the demon is omniscient—like Laplace’s superman, it already knows the initial positions and momenta of all the molecules—then it is some kind of supernatural being, a kind of dynamical system which is not itself subject to thermodynamical constraints. The demon seems to violate the very laws it is meant to illustrate. I think it is clear that Maxwell intended the second, omniscient version. Though the whole situation is contradictory, the thought experiment works, nevertheless. The violation of the second law of thermodynamics is not itself contradictory, but it may take a contradictory situation to get us to see its possibility.

This is true, not only of many relatively visualizable thought experiments but of much scientific reasoning of the more usual discursive sort as well. For example, anyone drawing inferences from quantum electrodynamics is reasoning from inconsistent premisses. Much scientific reasoning—and good scientific reasoning at that—is in the spirit of the White Queen:

ALICE: There’s no use trying, one can’t believe impossible things.
WHITE QUEEN: I daresay you haven’t had much practice. When I was your age, I always did it for half-an-hour a day. Why, sometimes I’ve believed as many as six impossible things before breakfast.

(Lewis Carroll, Through the Looking Glass)

Possible worlds were introduced to clarify semantical notions such as meaning and truth. In trying to understand thought experiments we have been concerned with epistemology, so we need not be too surprised that this logical apparatus is none too helpful. Why, for instance, should we think that reasoning about any possible world will tell us something important about our own? We must first be informed that the world we’re thinking about is similar to ours in the relevant respects. And this, of course, is the one thing we don’t know and are trying very hard to find out.

But even when confined to purely semantical topics in the philosophy of science, possible worlds have been less than impressive. David Lewis (1986), for example, suggests that
possible worlds might give an adequate analysis of the notion of *verisimilitude*. Prior to Lewis, no account of one theory being closer to the truth than another has worked, and I doubt that Lewis’s fares any better. Some possible worlds are closer to, or more similar to, the actual world than others. Lewis uses this primitive notion of closeness of worlds to analyse $T_1$ is *closer to the truth than* $T_2$ as follows: $T_1$ is true in $W_1$ and $T_2$ is true in $W_2$ and $W_1$ is closer to the actual world than $W_2$.

Such an analysis may do considerable justice to transitions in the history of science like that from Newtonian to Einsteinian physics. But the idea of verisimilitude must include (inconsistent) QED being closer to the truth than, say, Franklin’s (consistent) two-fluid theory of electricity. When it comes to possible worlds, QED is either true nowhere or else is true in the ficticious world (where all contradictions hold), a world that is farther away than all others. So it seems that a possible worlds analysis of truth-likeness can do no justice to this or any other contradictory theory—yet the history of thought would be impoverished without them.

**GALILEO AS A RATIONALIST**

Galileo’s writings have provoked endless controversy about the respective roles of reason and experience. One of the pole positions has been very well articulated and defended by Alexandre Koyré, the French philosopher and historian of science who sees Galileo as a platonist, a brilliant rationalist who knew ‘how to dispense with [real] experiments...’ (1968, 75). ‘Good physics’, says Koyré, ‘is made *a priori*’ (1968, 88). On the other hand, a very plausible empiricist interpretation of Galileo has been developed in great detail by Stillman Drake (1978), who holds that Galileo was a brilliant experimenter who paid no attention to philosophy.

I suppose great scientists like Galileo must endure our attempts to make them over in our own image. Needless to say, I incline to Koyré’s view. Nothing better sums up Galileo’s rationalism than passages Galileo himself puts into the mouth of his spokesman Salviati in the *Dialogo* in conjunction with listing some of the problems with the Copernican theory.

No, Sagredo, my surprise is very different from yours. You wonder that there are so few followers of the Pythagorean
opinion, whereas I am astonished that there have been any up to this day who have embraced and followed it. Nor can I ever sufficiently admire the outstanding acumen of those who have taken hold of this opinion and accepted it as true; they have through sheer force of intellect done such violence to their own senses as to prefer what reason told them over that which sensible experience plainly showed them to the contrary.

(Dialogo, 327f.)

These are the difficulties which make me wonder at Aristarchus and Copernicus. They could not have helped noticing them, without being able to resolve them; nevertheless they were confident of that which reason told them must be so in the light of many other observations. Thus they confidently affirmed that the structure of the universe could have no other form than that which they had described.

(Dialogo, 335)

we may see that with reason as his guide [Copernicus] resolutely continued to affirm what sensible experience seemed to contradict. I cannot get over my amazement that he was constantly willing to persist in saying that Venus might go around the sun and be more than six times as far from us at one time as at another, and still look always equal, when it should have appeared forty times larger.

(Dialogo, 339)

THE STATUS OF THE THEORY

It is often interesting to ask self-reference-type questions about a theory. Someone conjectures that things have such and such a property. Does the conjecture itself have this property? This kind of question is sometimes used as a club to bash the likes of scepticism and Marxism: The sceptic says no belief is justified; therefore, scepticism is not justified either. Marx says political beliefs are ideology reflecting class interests determined by the mode of production; therefore Marxism is merely ideology determined by material factors as well. Such quick retorts are usually unfair; they are certainly unfair in the cases of scepticism and Marxism.
Here is a more interesting case. Kripke (1980) and Putnam (1975c) have both argued that natural kinds have some of their properties necessarily. Thus, if water is H₂O then it is necessarily H₂O. A proposition is a necessary truth if and only if it is true in every possible world. Now let us ask: Is the Kripke-Putnam theory of necessary truths itself a necessary truth? The answer is yes; if it is true at all, then it is necessarily true.

The argument is simple. Suppose the theory is true, but not necessarily true. Since the theory is not necessarily true, there is a possible world where it is false. In order for the theory to be false, there must be a world where there is a counter-example to one of its necessary truths, say, that necessarily water is H₂O. But this would be a possible world where water is not H₂O, which contradicts the assumption that the theory is true. Consequently, the Kripke-Putnam theory, if true at all, is necessarily true. So this philosophical theory must be true everywhere or nowhere.

What about the account of thought experiments which has just been outlined? What is its status? I have argued that some of our knowledge of nature is *a priori*. Is the same true of my own theory? Let me start by contrasting my own account with the epistemology of Descartes.

As is well known, Descartes thought we have *a priori* knowledge of the world. Moreover, this belief itself was taken by him to be *a priori*. Here is why: he started with universal doubt; but he could not doubt that he was doubting; *cogito, ergo sum*, as he put it. Next, Descartes had a proof of God’s existence and he was certain God wouldn’t fool him, since deception is an imperfection; thus he could trust his clear and distinct ideas. So, not only is our knowledge of nature *a priori*, according to Descartes, but how he arrived at this epistemological theory is also *a priori*.

Here is where I part company with most traditional rationalists. Like Descartes, I hold that (some of) our knowledge of nature is *a priori*; but unlike Descartes, my belief that this is so is a conjecture. I have no *a priori* argument for it. Rather I am hypothesizing it in order to explain a peculiar phenomenon, namely, thought-experimental reasoning. I propose that there are independently existing laws of nature and that we have some sort of capacity for grasping them as the best explanation of that phenomenon.

The grounds for evaluating any conjecture have to do with its explanatory power, its ability to unify diverse phenomena, and its
success in making novel predictions. The last of these doesn’t seem appropriate in evaluating a philosophical theory, which is just as well since I have no novel predictions to offer anyway. But the other two features should be kept in mind when looking at the next two chapters.
No one better exemplifies the magic, mystery, and awesome might of physics than does Albert Einstein. The unruly hair, the baggy pants, the Germanic accent, these in the public mind (or at least in my mind when growing up) are the characteristics of genius. For philosophers, too, he is a hero, for he seems distinctly like one of us when he declares that ‘Science without epistemology is—in so far as it is thinkable at all—primitive and muddled’ (1949, 684).

But the source of the appeal goes beyond this. Einstein is something of a man for all seasons; we can find him catering to every philosophical taste. Those who like their physics a priori are delighted to find Einstein the old-fashioned rationalist who holds ‘pure thought can grasp reality’ (1933, 274). But staunch empiricists can take heart, too, since he can also be found saying ‘Pure logical thinking cannot yield us any knowledge of the empirical world; all knowledge of reality starts from experience and ends in it’ (1933, 271).

Einstein was a great thought experimenter; only Galileo was his equal. We have already seen a number of his creations in previous chapters. Now I want to examine their role in his physics, especially in relation to his general views on the epistemology of science. This really means we have two tasks before us; the harder is to say just what his general epistemological outlook was; once that is settled, the second task of fitting in thought experiments is relatively easy.

FALL OF THE POSITIVIST IMAGE

For a very long time an empiricist picture of Einstein has been dominant. The odd remark by the older Einstein looking back on his early work has contributed, but the main reason for this view
has been the way the theories of special and general relativity were initially presented—both smacked of verificationism. And if Einstein did not make explicitly detailed philosophical pronouncements along positivist lines, well, even that did not really matter too much to empiricist commentators, since, as Reichenbach put it, ‘It is not necessary for him to elaborate on it... he merely had to join a trend...and carry [it] through to its ultimate consequences’ (1949, 290).

But this positivist picture of Einstein has largely fallen by the wayside in the last few years. Now it is a commonplace to view him as an empiricist in his early days who became a realist in his maturity. No one has done more to create this new and highly attractive picture than Gerald Holton, who describes Einstein’s philosophical development as ‘a pilgrimage from a philosophy of science in which sensationalism and empiricism were at the center, to one in which the basis was a rational realism’ (1968, 219). And Einstein himself is quite obliging; in his ‘Auto-biographical Notes’ he seems to paint the same developmental picture. There he remarks that Mach undermined his early naivety, but that he adopted the great Austrian philosopher-physicist’s brand of positivism only in his youth; eventually, he tells us, he came to see its shortcomings and dropped it.

It was Ernst Mach who, in his History of Mechanics, shook this dogmatic faith; this book exercised a profound influence upon me in this regard while I was a student. I see Mach’s greatness in his incorruptible scepticism and independence; in my younger years, however, Mach’s epistemological position also influenced me very greatly, a position which today appears to me to be essentially untenable. For he did not place in the correct light the essentially constructive and speculative nature of thought.

(1949, 21)

Others besides Holton attribute the developmental view to Einstein. Arthur Miller in his recent studies (1981, 1984) and Arthur Fine in The Shaky Game (1986) are two prime examples. Fine provides an interesting contrast with Holton. Both see Einstein ‘turning away from his positivist youth...’, as Fine puts it, ‘and becoming deeply committed to realism’ (1986, 123); but Holton sees this as a definite move in the right direction while Fine,
on the other hand, tends to downplay Einstein’s later realism and instead glories in his youthful empiricism. ‘Einstein’s early positivism and his methodological debt to Mach (and Hume) leap right out of the pages of the 1905 paper on special relativity. The same positivist strain is evident in the 1916 general relativity paper as well….’ And Fine leaves no doubt that he takes this anti-realism to be a great virtue: ‘…it would be hard to deny the importance of this instrumentalist/positivist attitude in liberating Einstein from various realist commitments. Indeed’, Fine continues, ‘without the “freedom from reality” provided by his early reverence for Mach, a central tumbler necessary to unlock the secret of special relativity would never have fallen into place’ (1986, 122f.).

The developmental view of Einstein is enormously attractive. It seems to do justice to Einstein’s own autobiographical remarks, and even better, it fits in nicely with the temper of contemporary times. Let’s face it, positivism is dead and, in spite of recalcitrants like Fine and van Fraassen, most of us are realists. Isn’t it nice that the greatest scientist of the century is one of us? Oh yes, we might add, Einstein was a positivist in his early days, but he soon saw through that and became a scientific realist.

It is hard not to be attracted to this developmental picture, but there are difficulties.

**PROBLEMS WITH THE DEVELOPMENTAL PICTURE**

For all its appeal, the developmental account runs into difficulties on several fronts. Here are some of the problems with thinking Einstein made a ‘pilgrimage’ from positivism to realism:

1. One of the most convincing considerations for thinking Einstein was a positivist in his youth is the formulation of special relativity, with all its talk about rods and clocks, etc. But we must not forget that special relativity has lots of non-observable features; for instance, it postulates an infinite class of inertial frames, something very far from experience.

2. During the same *annus mirabilis* that he produced his paper on special relativity, Einstein also published two other great works on Brownian motion (1905b) and light quanta (1905c). Later Einstein rightly said of his Brownian motion paper that it ‘convinced the sceptics…of the reality of atoms’ (1949, 49). This
is hardly the scientific work of a true Machian positivist—yet, it was produced at the same time as special relativity.

(3) The decline of empiricism has not had a detrimental effect on either special or general relativity. If these theories are indeed linked to extreme empiricism as, say, phenomenological thermodynamics or psychological behaviourism are linked to empiricism, then we might expect relativity to have justly fallen on hard times—but it hasn’t. So any connection between relativity and positivism is superficial at best.

(4) Developmentalists offer little or nothing in the way of an explanation for Einstein’s alleged philosophical change of heart. Holton suggests that Einstein’s later realism came about with a growing religiosity; he refers to the ‘connections that existed between Einstein’s scientific rationalism and his religious beliefs’. And Holton further remarks that There is a close tie between his [Einstein’s] epistemology, in which reality does not need to be validated by the individual’s sensorium, and what he [Einstein] called “Cosmic Religion”’ (Holton 1968, 242f.). But this is quite unhelpful, since Einstein was never very serious about religious matters—he tended to use religious metaphors, such as ‘God does not play dice’, the way atheists use ‘God’s-eye point of view’; and anyway, to say Einstein was becoming spiritual is really nothing better than a slightly mystified way of saying he became a realist. It certainly explains nothing-Duhem, by contrast, was an anti-realist because of his religious beliefs.

(5) Einstein’s alleged new-found realism is used to explain his objection to quantum mechanics. However, this attempted explanation runs together two different senses of realism which I will explain below.

(6) Holton sometimes makes Einstein out to be a non-verificationist even in 1905 when constructing his special relativity paper. He says of Einstein’s principle of relativity that it was ‘a great leap…far beyond the level of the phenomena’ (1981, 89). Of course, it is possible to follow Elie Zahar on this when he remarks that ‘while paying lip service to Machian positivism, scientists like Einstein remained old-fashioned realists’ (1977, 195). But then the developmental view is trivialized; the only change in Einstein is that by becoming an explicit realist he came to hold a more accurate view of what he had been doing all along. But the cost of such an interpretation is considerable: we lose the explanatory power to
account for various features present in much of Einstein’s early scientific work, empiricist-like features which are definitely there.

(7) Related to this is Holton’s explanation of why Mach, much to Einstein’s surprise, denounced relativity. Holton thinks it was because Mach saw through it and realized just how realistic and anti-empiricist the theory of relativity actually was. However, thanks to the recent detective work of Gereon Wolters (1984), we now know that Mach’s ‘rejection’ was actually the forgery of his son Ludwig Mach. So we no longer need to explain away Mach’s antipathy; indeed, just the opposite.

(9) Most importantly perhaps, there is no mention in the developmental account of Einstein’s distinction between ‘principle’ and ‘constructive’ theories, a distinction which he seems to have thought quite important. It turns out that the theory of relativity is a principle theory while quantum mechanics is a constructive one. The illusion of a philosophical change from positivist to realist is fostered, I will suggest, by the fact that Einstein’s philosophical remarks focused on relativity during the early part of his career while his philosophical attention changed to quantum mechanics in his maturity; this was not a change in philosophical outlook so much as a change in the subject of interest.

(10) And finally, what about thought experiments? Consistently throughout his long career Einstein brilliantly employed thought experiments. The developmental picture of Einstein leaves this central ingredient in his style of thinking completely unaccounted for. Of course, the pilgrimage view might still be right without having anything in particular to say about thought experiments, but a different account which fits them in must surely be preferred.

In light of these many problems with the developmental account, a quite different picture of Einstein’s philosophical views seems called for. I’ll now try to construct a plausible account which, among other things, tries to do some justice to thought experiments.

**PRINCIPLE AND CONSTRUCTIVE THEORIES**

Einstein liked to distinguish between two types of theories in physics, *principle theories* and *constructive theories*. The latter type of theory is any kind of hypothesis or conjecture which is put forward to explain a wide variety of facts.
[Constructive theories] attempt to build up a picture of the more complex phenomena out of the materials of a relatively simple formal scheme from which they start out. Thus the kinetic theory of gases seeks to reduce mechanical, thermal, and diffusional processes to movements of molecules—i.e., to build them up out of the hypothesis of molecular motion. When we say that we have succeeded in understanding a group of natural processes, we invariably mean that a constructive theory has been found which covers the processes in question.

(Einstein 1919, 228)

A principle theory, on the other hand, starts with something known to be true (for example, the speed of light in a vacuum is constant) and then forces everything else to conform to this principle. Unlike constructive theories which are speculative, explanatory, and attempt to unify diverse phenomena, principle theories never try to explain anything.

The elements which form their basis and starting-point are not hypothetically constructed but empirically discovered ones, general characteristics of natural processes, principles which give rise to mathematically formulated criteria which the separate processes or the theoretical representations of them have to satisfy. Thus the science of thermodynamics seeks by analytical means to deduce necessary conditions, which separate events have to satisfy, from the universally experienced fact that perpetual motion is impossible.

(1919, 228)

Einstein goes on to contrast these two types of theory and tells us which type relativity is.

The advantages of the constructive theory are completeness, adaptability, and clearness, those of the principle theory are logical perfection and security of the foundation.

The theory of relativity belongs to the latter class.

(1919, 228)

I am going to use Einstein’s distinction between principle and constructive theories to paint a different picture of
his philosophical views than the one given by the developmental account. Einstein’s verificationism, I suggest, applies only to his principle theories, not to his constructive ones, where he was arguably some sort of realist. Thus, it is no surprise to see positivist-sounding language in special and general relativity, for example, but not in his work on Brownian motion or light quanta. On the other hand, Einstein *appears* to have dropped his early empiricism and become a realist. I shall maintain, however, that this sort of change in philosophical view did not really occur—indeed, there was very little change at all. Rather, what did happen was a change in focus; his early attention was on relativity, a principle theory, while later it was on quantum mechanics, a constructive theory. There was a change in his scientific interests, but Einstein’s philosophical views remained fairly stable throughout his life.

I must add, however, that the distinction between principle and constructive theories is not a sharp one. If it is a useful distinction—and I think it is—it must be understood as somewhat fuzzier than Einstein might have desired. The distinction is perhaps best understood by analogy with the more familiar distinction between the observable and the theoretical. This latter distinction is not a sharp one either, but clear examples on either side of the boundary exist. Trees, rabbits, unicorns, and pointer readings are observable, while electrons, genes, phlogiston, and superegos are theoretical. (Notice that unicorns are ‘observable’, but not ‘observed’, which is why we think there are none.)

Einstein characterizes principle theories as ‘secure’ and as ‘non-explanatory’, while constructive theories to the contrary are both explanatory and highly conjectural, hence insecure. By rejecting a sharp distinction between principle and constructive theories, we in effect reject a sharp distinction between explanatory and non-explanatory theories, between conjectural and non-conjectural theories, and between secure and insecure theories. These considerations will come up again below.

**FREE CREATIONS OF THE MIND**

Einstein is famous, or as some would have it, infamous, for his resistance to the quantum theory. There are two responses people typically have made to his resistance (and to some extent there is a tension between those two responses). One is to dismiss Einstein as
an old dog who couldn’t learn new tricks. The other response is to express puzzlement at Einstein’s resistance, since it was thought that the quantum theory, after all, was just a natural result of that same philosophical attitude that Einstein himself applied so successfully in the founding of relativity (i.e., not really a new trick after all). This latter view is nicely illustrated in the exchange between Einstein and Heisenberg as recounted by Heisenberg himself:

‘But you don’t seriously believe,’ Einstein protested, ‘that none but observable magnitudes must go into a physical theory?’

‘Isn’t that precisely what you have done with relativity?’ I asked in some surprise. ‘After all, you did stress the fact that it is impermissible to speak of absolute time, simply because absolute time cannot be observed; that only clock readings, be it in the moving reference system or the system at rest, are relevant to the determination of time.’

Possibly I did use this kind of reasoning,’ Einstein admitted, ‘but it is nonsense all the same. Perhaps I could put it more diplomatically by saying that it may be heuristically useful to keep in mind what one has actually observed. But on principle, it is quite wrong to try founding a theory on observable magnitudes alone. In reality the very opposite happens. It is the theory which decides what we can observe…’

(1971, 63)

The philosophical position which so startled Heisenberg was a theme Einstein returned to and stressed again and again over the years.2 Perhaps the first time it appears is in his address celebrating Planck’s sixtieth birthday in 1918. Einstein’s remarks are worth quoting at length as he not only outlines a conjectural or hypothetico-deductivist way of doing science, but also takes the inevitable underdetermination problem:

The supreme task of the physicist is to arrive at those universal elementary laws from which the cosmos can be built up by pure deduction. There is no logical path to these laws; only intuition, resting on sympathetic understanding of experience, can reach them. In this methodological
uncertainty, one might suppose that there were any number of possible systems of theoretical physics all equally well justified; and this opinion is no doubt correct, theoretically. But the development of physics has shown that at any given moment, out of all conceivable constructions, a single one has always proved itself decidedly superior to all the rest. Nobody who has really gone deeply into the matter will deny that in practice the world of phenomena uniquely determines the theoretical system, in spite of the fact that there is no logical bridge between phenomena and their theoretical principles; this is what Leibniz described so happily as a pre-established harmony.

(1918, 226)

It is interesting to see Einstein coping with the underdetermination problem, and we must admire his optimism, if not his credulity. In his most philosophically sustained work, ‘Physics and Reality’, which was written in the mid-1930s, Einstein outlines his view as follows:

Physics constitutes a logical system of thought which is in a state of evolution, whose basis cannot be distilled, as it were, from experience by an inductive method, but can only be arrived at by free invention. The justification (truth content) of the system rests in the verification of the derived propositions by sense experiences...

(1935, 322)

The style of reasoning that Einstein favours here, namely some sort of hypothetico-deductivism (H-D)\(^3\), is one he was already employing in 1905. In the same ‘Autobiographical Notes’ in which he suggests he was a Machian, he also describes (correctly describes, I might add) his work in statistical mechanics. ‘My major aim in this was to find facts which would guarantee as much as possible the existence of atoms of finite size’ (1949, 47). Einstein goes on to outline the argument.

The simplest derivation [of what turned out to be Brownian motion] rested upon the following consideration. If the molecular-kinetic theory is essentially correct, a suspension of visible particles must possess the same kind of osmotic
pressure fulfilling the laws of gases as a solution of molecules. This osmotic pressure depends upon the actual magnitude of the molecules, i.e., upon the number of molecules in a gram-equivalent. If the density of the suspension is inhomogeneous, the osmotic pressure is inhomogeneous, too, and gives rise to a compensating diffusion, which can be calculated from the well known mobility of the particles.

He then concludes,

The agreement of these considerations with experience... convinced the sceptics...of the reality of atoms.

(1949, 47f.)

There are several things to note in this passage. For one thing, Einstein describes himself as doing something quite anti-Machian in 1905, and so, contra Holton and Fine, Einstein is clearly a realist about theoretical entities in his youth.

The second thing to note is that the atomic theory is a constructive theory, and that Einstein’s reasoning is clearly H-D. Many of Einstein’s remarks, both to Heisenberg and in his various essays written in later life, seem to be grist to Holton’s mill. Einstein’s final philosophical position, including the rejection of verificationism and the adoption of some sort of realism, appears far from anything Mach would approve of. But such a conclusion is far too hasty. If we look back at Einstein’s characterization of constructive theories we can see that he is simply calling for some sort of hypothetico-deductivism. This is especially clear in a letter Einstein wrote to his old friend Maurice Solovine (on 7 May, 1952) in which he clarified his views with the help of a diagram (Solovine 1987, 137).

Much is made of this scheme by both Holton (1979) and Miller (1984) who quite rightly note that Einstein thinks there is a great gap between experience and the axioms. But we should be careful about the circumstances under which Einstein thinks a jump should be made. On Einstein’s distinction, it is made in constructive, not in principle theories. Miller misunderstands this distinction when he says Einstein ‘leaped across the abyss between these (E) to invent (A), which comprises the two principles of
special relativity’ (1984, 46). I want to pursue this, but first, a word about ‘truth’.

**EINSTEIN’S REALISM**

For my purposes in this chapter it is not very important whether Einstein was a realist. Einstein’s remarks cited above show him to be a hypothetico-deductivist. Holton, largely without argument, assimilates this with realism; but, of course, there is a considerable difference. One could hold with Duhem (1954) or van Fraassen (1980), for instance, that hypotheses are an essential part of science, but are merely useful fictions. Theories may employ any concept whatsoever; the only constraint is that they should ‘save the phenomena’. Such an instrumentalism is certainly not realism, yet it is still a far cry from a Machian positivism which barred all but observable entities. Not all anti-realists are alike.

I am presuming that Einstein is a realist about his constructive theories since I take it that the concepts which he liked to call ‘free creations of the mind’ are intended to refer and that the theories are actually true or false. However, this may not be correct. ‘It is difficult to attach a prerise meaning to “scientific truth”,’ says
Einstein. ‘Thus, the word “truth” varies according to whether we deal with a fact of experience, a mathematical proposition, or a scientific theory’ (1929, 261).

Einstein does not elaborate here sufficiently, but we could imagine anti-realism creeping in: observable ‘facts’ are ‘true’ in some ordinary correspondence sense while theories are ‘true’ only in the instrumental sense that they are empirically adequate (i.e., imply all and only true facts). This seems also to be of a piece with remarks made many years later as part of his ‘epistemological credo’.

A proposition is correct if, within a logical system, it is deduced according to the accepted logical rules. A system has truth-content according to the certainty and completeness of its co-ordination possibility to the totality of experience. A correct proposition borrows its ‘truth’ from the truth-content of the system to which it belongs.

(1949, 13)

Arthur Fine (1986) has with some justice recently challenged the view that Einstein is a regular scientific realist. For my purposes here it does not matter very much one way or the other. The real issue is this. Did Einstein develop from some sort of verificationism (in which there was a strict adherence to observable elements) to some sort of liberal H-D account (in which speculation and conjecture play a crucial role), and moreover, what was the character of his verificationism?

RELATIVITY AS A PRINCIPLE THEORY

Einstein repeatedly called relativity a principle theory. The starting point for such a theory, as he put it, is ‘not hypothetically constructed but empirically discovered’, and consequently has the ‘advantage’ of ‘logical perfection and security of foundations’ (1919, 228). Throughout his life, Einstein characterized both special and general relativity as non-speculative, non-hypothetical, non-conjectural, in short, as principle theories rather than constructive ones.

Writing to his friend Conrad Habicht in 1905 and sending him the fruits of his labours of that marvellous year, Einstein called his light quanta paper Very revolutionary’, while he merely noted that
the relativity paper might be interesting in its kinematical part. Years later, after he had quite explicitly embraced an H-D view, Einstein was still claiming that relativity had a kind of verificationist justification.

I am anxious to draw attention to the fact that this theory [i.e., relativity] is not speculative in origin; it owes its invention entirely to the desire to make physical theory fit observed fact as well as possible. We have here no revolutionary act but the natural continuation of a line that can be traced through centuries.

(1921b, 246)

I want to contrast this with Einstein’s H-D view of some other theories, a view which is normally identified as his mature view, but which he actually put forward in 1919, two years before the verificationist-sounding passage just cited.

The supreme task of the physicist is to arrive at those universal elementary laws from which the cosmos can be built up by pure deduction. There is no logical path to those laws...

(1919, 226)

It is clear from this pair of passages that Einstein is not making a pilgrimage from a Machian outlook to an H-D view—rather, he is holding both views simultaneously. How is this apparent contradiction possible? Simple. The H-D account applies to constructive theories and the Machian-sounding sentiments apply to principle theories such as relativity.

Holton makes the same sort of mistake that Miller makes when he calls the thinking that went into special relativity ‘a conjecture’, and when he thinks of a constructive theory as ‘one built up inductively from phenomena’ (1981, 88). Holton cites Einstein’s remarks about the ‘principle of relativity being raised to the status of a postulate’ and calls it ‘a great leap…far beyond the level of the phenomena’ (1981, 89). This shows a misunderstanding: first, of what a constructive theory is; second, of what the difference between constructive and principle theories is; and third, of what sort of theory relativity is. Let us turn now to the details involved in relativity to clear up some of these confusions.
EINSTEIN’S BRAND OF VERIFICATIONISM

Einstein’s positivism seems to ‘leap right out of the pages’, as Fine put it. He begins the general relativity paper (1916) with the remark that in classical mechanics there is an ‘epistemological defect…pointed out by Ernst Mach’ (1916, 112). Einstein then describes a thought experiment with two globes which are in observable rotation with respect to one another. One is a sphere, the other an ellipsoid of revolution. Einstein asks ‘What is the reason for the difference in the two bodies?’ He then sets verificationist conditions on any acceptable answer. I will quote at length, since the verificationism leads directly to Mach’s principle and the principle of general co-variance.

No answer can be admitted as epistemologically satisfactory, unless the reason given is an observable fact of experience. The law of causality has not the significance of a statement as to the world of experience, except when observable facts ultimately appear as causes and effects.

Einstein then declares that classical physics is not up to proper epistemological standards.

Newtonian mechanics does not give a satisfactory answer to this question. It pronounces as follows:—The laws of
mechanics apply to the space $R_1$, in respect to which the body $S_1$ is at rest, but not to the space $R_2$, in respect to which the body $S_2$ is at rest. But the privileged space $R_1$ of Galileo, thus introduced, is a merely *fictitious* cause, and not a thing that can be observed. It is therefore clear that Newton’s mechanics does not really satisfy the requirement of causality in the case under consideration, but only apparently does so, since it makes the fictitious cause $R_1$ responsible for the observable difference in the bodies $S_1$ and $S_2$.

Einstein then goes on to say how things should be properly viewed, introducing both Mach’s principle and the principle of general co-variance.

The only satisfactory answer must be that the physical system consisting of $S_1$ and $S_2$ reveals within itself no imaginable cause to which the differing behaviour of $S_1$ and $S_2$ can be referred. The cause must therefore lie *outside* this system. We have to take it that the general laws of motion, which in particular determine the shapes of $S_1$ and $S_2$, must be such that the mechanical behaviour of $S_1$ and $S_2$ is partly conditioned, in quite essential respects, by distant masses which we have not included in the system under consideration. These distant masses and their motions relative to $S_1$ and $S_2$ must then be regarded as the seat of the causes (which must be susceptible to observation) of the different behaviour of our two bodies $S_1$ and $S_2$. They take over the role of the fictitious cause $R_1$. Of all imaginable spaces $R_1$, $R_2$, etc., in any kind of motion relatively to one another, there is none which we may look upon as privileged *a priori* without reviving the above-mentioned epistemological objection. The laws of physics must be of such a nature that they apply to systems of reference in any kind of motion.

(1916, 112f. Einstein’s italics throughout)

It is hard to resist the feeling that not only is this a strict form of empiricism, but that it is also, as Fine stresses, doing a great deal of valuable work. Einstein may well have been in some regards an ‘old-fashioned realist’, as Zahar (1977, 195) says, but it is most doubtful that he is here *merely* ‘paying lip-service to Machian
positivism’. There is a genuine Machian spirit to what is going on in both special and general relativity, and neither Einstein nor his commentators such as Holton and Fine are completely off target in describing it thus.

Of course, it seems absurd to see Einstein as both a realist and a verificationist simultaneously, but the tension is resolved when we see just what kind of verificationist he is. Einstein’s brand of verificationism is not like any other; it gives special status to the intuitively obvious. His positivism is more an impulse to assign the self-evident a special role than to eliminate unobservable entities.

The identification of gravitational and inertial mass is a case in point. Here we have a type of unification based upon reflective considerations. It differs from what normally passes for unification: a theory which explains quite disparate phenomena is said to unify them. Such unification is also taken to be evidence that the unifying theory is true. However, the standard sort of unification, if it happens at all, is what goes on in Einstein’s constructive theories. On the other hand, the unification which goes on in a principle theory like relativity is obviously different. It is a perceived, not a derived, unification; so it has no evidential merits. But then this is no surprise since on Einstein’s view a principle theory doesn’t explain anything anyway.

Principle theories are not intended to be explanatory; but, of course, we know they are—special relativity explains a lot. Let us try an analogy to help ease the apparent tension. From a straightforward empirical observation I am prepared to assert: ‘The letter is under the cup on the table.’ This assertion is not intended by me to be explanatory, but it does have explanatory consequences anyway. For example, ‘Why didn’t the wind blow the letter away?’ My assertion explains why. The situation in this everyday case and in special relativity are similar. Since every proposition has infinitely many consequences, it is bound to be explanatory for some of these. As already mentioned, the distinction between principle and constructive theories cannot be sharp. Nevertheless, we would not want to say that The letter is under the cup on the table’ is an explanation, at least not in the first instance—neither, for Einstein, is special relativity.

Following Norton (forthcoming) we might say that Einstein’s verificationism insists that theories should not distinguish between states when there is no observable difference between them. I think Norton’s version is very nearly the right way to express Einstein’s
position, but I want to modify this slightly to incorporate thought experiments and say that Einstein’s principle of verification is:

*Theories should not distinguish between states when there is no intuitive difference between them.*

The crucial difference between ‘observable’ and ‘intuitive’, as I use these terms here, is this. An intuitive distinction is one that can be made either in ordinary experience or in a thought experiment. (Thus, an observable difference is just a special case of an intuitive one.) This is to be contrasted with a (purely) theoretical distinction, one made in a (constructive) theory, which cannot be ‘perceived’ even in a thought experiment.\(^4\)

We can see the spirit of Einstein’s verificationism at work in the thought experiment described in the opening paragraph of the special relativity paper. Einstein’s brand of verificationism is different from the more traditional empiricist sort which insists on sticking to observable elements only when doing any sort of theorizing. Einstein, on the contrary, is happy with all sorts of unobservable things. It also differs from any view that says there is no fact-of-the-matter to distinguish theories which are observationally equivalent. Two theories might make exactly the same empirical predictions, but they can still be distinguished on the basis of what is pictured to be happening in a thought experiment.

The magnetic induction example from the beginning of the special relativity paper perfectly illustrates this. There is no intuitive difference (i.e., no observable difference in the thought experiment) between the conductor moving while the magnet is at rest and the magnet moving while the conductor is at rest. (Yet there is a theoretical difference—the presence or absence of an electric field.) So only their relative motion should be taken into account.

It is known that Maxwell’s electrodynamics—as usually understood at the present time—when applied to moving bodies, leads to asymmetries which do not appear to be inherent in the phenomena. Take, for example, the reciprocal electrodynamical action of a magnet and a conductor. The observable phenomena here depend only on the relative motion of the conductor and the magnet, whereas the
customary view draws a sharp distinction between the two cases in which either the one or the other of these two bodies is in motion. For if the magnet is in motion and the conductor is at rest, there arises in the neighbourhood of the magnet an electric field with a certain definite energy, producing a current at the places where parts of the conductor are situated. But if the magnet is stationary and the conductor in motion, no electric field arises in the neighbourhood of the magnet. In the conductor, however, we find an electromotive force, to which in itself there is no corresponding energy, but which gives rise—assuming equality of relative motion in the two cases discussed—to electric currents of the same path and intensity as those produced by the electric forces in the former case.

(Einstein 1905a, 37)

Einstein then goes on to say ‘Examples of this sort...suggest that the phenomena of electrodynamics...possess no properties corresponding to the idea of absolute rest’ (1905a, 37). The principle of relativity is then ‘raised to the status of a postulate’ (1905a, 38).

The crucial thing to note here is that Einstein does not rail against either fields or currents, neither of which are observable. In fact, in the magnetic induction example not only is the observable needle motion the same in both cases, but the unobservable current is the same in both cases, as well. The phenomena are identified as being the same phenomenon in both cases; in other words, there is no distinction to be made in the intuitive aspects of the thought experiment, so our electrodynamic theory must adjust itself to this fact.5

EINSTEIN AND LEIBNIZ

It has often been claimed that Leibniz gave verificationist arguments against absolute space. It may prove instructive to contrast Einstein with Leibniz, since their respective brands of verificationism may be similar. In a very beautiful and highly influential thought experiment, Leibniz imagines God creating the material universe in different places in Newton’s absolute space. He then objects:
I Conductor moves, magnet is at rest. Motion of conductor through magnetic field causes current, which causes needle to move in the ammeter.

II Magnet moves, conductor at rest. Motion of magnet (changing magnetic field) causes electric field to exist, which causes current, which in turn causes the needle to move.

Figure 23

'’tis impossible there should be a reason why God, preserving the same situations of bodies among themselves, should have placed them in space after one certain particular manner, and not otherwise; why everything was not placed the contrary way, for instance by changing East into West. But if space is nothing else, but the possibility of placing them; then those two states, the one such as it now is, the other supposed to be the quite contrary way, would not at all differ from one another. The difference therefore is only to be found in our chimerical supposition of the reality of space in itself. But in truth the one would be the same thing as the other, they being absolutely indiscernible; and consequently there is no
room to enquire after a reason of the preference of the one to the other.

(Alexander 1956, 26)

For Leibniz the indiscernibility which is at the heart of the issue is not mere observable indiscernibility, but some sort of complete indiscernibility. That is, all the theoretical apparatus in the world can be brought to bear on the question, and still there would be no way to distinguish two universes which are East-West reversed. In my terminology, the different ways God might have created the universe are intuitively alike; there is no observable difference between them, even in a thought experiment. Leibniz is no ordinary empiricist—his verificationism covers the results of thought experiments, too.

Einstein’s brand of verificationism is much closer to Leibniz than to positivism. To see the difference let us, following Michael Friedman, contrast the Leibniz-Einstein brand of verificationism with that of a true positivist, Moritz Schlick, who was one of the first philosophers to comment on relativity. In his account of relativity which links it to positivism, Schlick writes:

> points which coincided at one world-point $x_1, x_2, x_3, x_4$ in the one universe would again coincide in the other worldpoint $x'_1, x'_2, x'_3, x'_4$. Their coincidence—and this is all we can observe—takes place in the second world precisely as in the first.... The desire to include, in our expression for physical laws, only what we physically observe leads to the postulate that the equations of physics do not alter their form in the above arbitrary transformation.... In this way Space and Time are deprived of the ‘last vestige of physical objectivity,’ to use Einstein’s words.

(1917, 53)

Unlike Schlick’s, the Leibniz-Einstein brand of verificationism is one with which a realist can happily live. Of course, a realist about space-time will be unhappy, but theoretical entities are not all ruled out in principle, as they would be on Schlick’s brand of verificationism. In each case, atoms, fields, or space-time will have to be argued for or against as the situation warrants. As it turns out, atoms and fields are permissible as far as Einstein is concerned, but space-time, perhaps, is not. A true positivist would eliminate them
all. Someone who insists only on intuitive differences is more discerning.

**REAL EXPERIMENTS**

Ilse Rosenthal-Schneider once asked Einstein a famous ‘What if…’ question.

Suddenly Einstein interrupted the reading and handed me a cable that he took from the window-sill with the words, ‘This may interest you.’ It was Eddington’s cable with the results of the famous eclipse expedition. Full of enthusiasm, I exclaimed, ‘How wonderful! This is almost the value you calculated!’ Quite unperturbed, he remarked, ‘I knew that the theory is correct. Did you doubt it?’ I answered, ‘No, of course not. But what would you have said if there had been no confirmation like this?’ He replied, ‘I would have had to pity our dear God. The theory is correct all the same.’

(1980, 74)

Of course, it is easy to adopt such a confident stance when victorious; but what if things really had gone a different way? There is an example when the experimental outlook did not seem so good for Einstein; this is in the case of the Kaufmann experiments which were widely interpreted as refuting special relativity.

Kaufmann was a skilled experimenter working largely in the tradition known as the ‘electromagnetic view of nature’. This was a school of opinion which flourished in the late nineteenth and early twentieth centuries. The central idea was that electromagnetism, not mechanics, is the real foundation of physics. Perhaps the most profound claim was that mass itself is electromagnetic in origin, being the result of a charged body interacting with the electromagnetic field. In such a context it would then be quite natural to ask whether mass varied with velocity, and if so, to what extent? Distinctions between longitudinal and transverse mass, which would be nonsense in classical mechanics, are perfectly meaningful here. Kaufmann performed a series of experiments on the relation between mass and velocity (see Miller 1981 for details), and the results were unfavourable to both Einstein and Lorentz.
In the very early days, the two theories of Einstein and Lorentz were often identified. And Kaufmann rejected them together on the basis of his data, since their predictions for mass variation with velocity were at odds with his experimental findings. Lorentz’s reaction is interesting. In a letter to Poincaré he writes, ‘Unfortunately my hypothesis of the flattening of electrons is in contradiction with Kaufmann’s results, and I must abandon it’ (quoted in Miller 1981, 334). (Wouldn’t Popper be pleased!) Poincaré was almost as pessimistic as Lorentz. For him the principle of relativity was an experimental fact, but he was prepared to dump it.

Einstein, however, largely ignored Kaufmann’s experimental results. Why? Holton paints a picture of the victory of a great theory over experience.

With the characteristic certainty of a man for whom the fundamental hypothesis is not contingent either on experiment or on heuristic (conventionalistic) choice, Einstein waited for others to show over the next years, that Kaufmann’s experiments had not been decisive.

(1964,190)

In another place Holton says that Kaufmann’s experiments mark

the crucial difference between Einstein and those who make the correspondence with experimental fact the chief deciding factor for or against a theory: even though the ‘experimental facts’ at that time very clearly seemed to favor the theory of his opponents rather than his own, he finds the ad hoc character of their theories more significant and objectionable than an apparent disagreement between his theory and their ‘facts’.

(1973, 235)

These two passages contain much insight. Nevertheless, I think they both miss the target. There is nothing in Einstein’s work to suggest he really thought the principle of relativity or the constancy of light postulate were ‘not contingent on experiment’. He quite clearly states the contrary. And second, when Holton says that Einstein was put off by the ad hoc character of other theories, he is taking into account features of theorizing which
have to do with constructive theories. When Einstein talked of ‘inner perfection’ (e.g., absence of ad hoc features) being a requirement, this is a requirement of a constructive theory. The epistemological status of relativity, as Einstein repeatedly stressed, has quite a different character.

In contrast with Holton’s ‘theory overrules experience’ interpretation of Einstein’s reaction to Kaufmann, I suggest instead that it was a battle of one kind of experience vs another kind of experience. It was not a case of clinging to a bold conjecture in the face of conflicting observations, but rather a case of clinging to one class of experiences (derived in part from thought experiments and embodied in the principle of relativity and the constancy of light postulate) in the face of apparently conflicting experimental observations. As I said earlier, there is no sharp distinction between principle and constructive theories, so I cannot claim here that it was a clear case of observation vs observation instead of theory vs observation. Nevertheless, Einstein’s opposition to Kaufmann was much more like a case of one class of observations in conflict with another.

Of course, Einstein was vindicated, but in the context of 1906 was he just a stubborn fool who got lucky? For Poincaré and Lorentz the theory being tested by Kaufmann was (in Einstein’s terms) a constructive theory—and they quite rightly abandoned it in the face of contrary empirical evidence. But if we understand special relativity as a principle theory then hanging on in the face of Kaufmann may have been exactly the rational response.

**EINSTEIN AND BOHR**

So far I have argued that: (1) there was no pilgrimage for Einstein from Machian empiricism to some sort of realism. (2) Einstein maintained his (peculiar form of) verificationism throughout his life, and it is sometimes connected to thought experiments and always tied up with what he called ‘principle theories’. (3) Einstein simultaneously maintained an H-D, or conjectural methodology which was linked to what he called ‘constructive theories’. (4) It is quite possible that Einstein was never at any time a genuine realist, but this is largely irrelevant to the methodological issues at hand. (5) Understanding Einstein’s reaction to any ‘refuting’ experiment should always be viewed in the light of the principle/constructive distinction. (6) The illusion of a change in Einstein’s philosophical
outlook is largely due to a shift in his scientific interest from relativity, a principle theory, to quantum mechanics, a constructive theory.

Now it is time to say something about his attitude toward quantum mechanics. As is well known, Einstein intensely disliked it. Many were very surprised by his rejection. I have already mentioned Heisenberg, who was shocked that Einstein did not accept a line of reasoning (Only allow observables!) which Heisenberg took to be central to the success of relativity. Max Born, who despaired of ever getting Einstein on side, remarked that ‘He believed in the power of reason to guess the laws according to which God has built the world’ (1956, 205). Einstein’s deepest debate was with Bohr; it went on for years, but neither side budged. (See Bohr 1949 for a history of their debate.)

On the ‘pilgrimage’ view of Einstein, given by Holton, Fine, and others, Einstein’s rejection of quantum mechanics is not in the least surprising: Einstein had become a realist, so he rejected quantum mechanics’ self-imposed restriction to observable elements and he instead posited a hidden reality which lay behind the phenomena.

I want to suggest a different way of looking at things. On my view, Einstein would have been just as unhappy with quantum mechanics had he seen it in 1905 as he was in 1925 or 1955. Quantum mechanics is a constructive theory, and Einstein never had qualms about positing a hidden realm to explain the phenomena (e.g., in 1905, molecules to explain Brownian motion).

When people express surprise that Einstein, whom they think to be a positivist, would not accept the (apparently) same line of reasoning in quantum mechanics as he did in relativity, they miss something important. But, on the other hand, by merely calling the mature Einstein a ‘realist’, as Holton does, and using this to account for Einstein’s opposition to quantum mechanics, Holton and others overlook a vagueness in the concept of ‘realism’. The idea contains at least two distinct features.

If there was a change in Einstein’s philosophical views from Machian empiricism to realism, then the difference was largely epistemological. To be a realist in this regard is to think we can have rational beliefs about a non-observable realm. It is in this sense that, for example, van Fraassen (1980) is an anti-realist, since he is a sceptic about anything non-observable. This is not what is at issue in Einstein’s quarrel with Bohr.
The other sense of realism is much more concerned with ontological or metaphysical issues; it is contained in the idea that the truth of a theory (or a single sentence) is independent of theorizers. It is in this latter sense of realism that, say, Kant is an anti-realist. For him the truth of ‘A causes B’ or ‘X is left of Y’ fundamentally depends on rational agents. This, according to Kant, is the way we necessarily conceptualize our experience. However, there is in reality no causation, nor are there spatial relations among things-in-themselves.

The fight between Einstein and Bohr was over this ontological aspect of realism. On the so-called Copenhagen interpretation of quantum mechanics, a measurement does not discover the magnitude of some system; rather it creates the result. Until a position measurement is made, an electron, for example, has no position at all. The Heisenberg uncertainty principle says in effect that if a position measurement is made, then a position is created but there is no momentum at all. It is not that there is a momentum and we cannot know what it is; rather, there simply is no momentum. It was the violation of this aspect of realism which so troubled Einstein. On Bohr’s view (as Einstein saw it) the micro-world does not exist independently of our theorizing about it.

It is one thing to say Einstein developed from a Machian empiricism to accepting theoretical entities and the legitimacy of H-D methodology; but the battle against Bohr and quantum mechanics was more like a battle against Kant, a battle against the view that nature is dependent on us. ‘Physics’, remarks Einstein, ‘is an attempt to conceptually grasp reality as it is thought independently of its being observed’ (1949, 81). Such an outlook is perfectly compatible with the brand of verificationism I am attributing to him. Though I reject the developmental view anyway, even if it were correct it still would not explain Einstein’s attitude toward quantum mechanics.

Einstein is also famous for rejecting the alleged indeterminism of quantum mechanics. ‘God does not play dice.’ But the question of determinism is also independent of any verificationist vs H-D methodology debate.

Perhaps I have overstated things. A sharp distinction between epistemology and ontology is at the heart of the realist outlook. If Einstein had been a thoroughgoing Machian, the distinction would not have been appropriate to him. So it might be said that only by becoming a realist could Einstein make the appropriate distinction
which in turn enabled him to criticize Bohr and other champions of the quantum theory.

This strikes me as a plausible view, and to some extent it is still in the spirit of the developmental account’s version of events. Perhaps, then, the appropriately cautious thing to say in concluding this section is simply this. If we are looking for a nice, neat, straightforward explanation of Einstein’s rejection of quantum mechanics, we will not get it from his (alleged) development from empiricism to realism. I would prefer to look in an entirely different direction, though I am not sure just where. Of course, this agnosticism applies only to the decade 1925–35; after that, his reason for opposition to quantum mechanics is manifestly obvious. By the mid-1930s we have the EPR thought experiment which yields the simple principle theory: The magnitudes of physical systems exist independently of any measurement. The quantum theory is constructive, so no talk of its wonderful empirical success can stand up to a principle theory in conflict with it, since the latter, after all, possesses ‘logical perfection and security of foundation’.

CONCLUDING REMARKS

I began by expressing dissatisfaction with several aspects of the developmental view. Even though Holton’s ‘pilgrimage’ story has a happy ending—Einstein breaks free from appearances, marries reality, then rides off into the sunset—there are just too many lacunae in the story to make it believable. In its place I have given an account which takes his verificationism seriously and finds a role for thought experiments in it; I see it as enduring throughout his scientific career and as doing very valuable work. But I also see it as compatible with a general realist outlook: even if Einstein was not himself a thoroughgoing realist, we should be.

There is perhaps a methodological lesson to be learned from Einstein. Normally realists hold some sort of H-D or broadly conjectural view of all theorizing. Theories are believed true because of their consequences (i.e., explanatory power, novel predictions, etc.). Of course, in Einstein’s terminology, these are constructive theories. For principle theories, like relativity, the story is quite a different one. Principle theories are fallible, but they nevertheless have quite a different feel about them than do the bold conjectures of his constructive theories.
I have used Einstein’s own distinction between principle and constructive theories, not because I think historical characters should be allowed to tell their own stories—far from it. Rather, I have used it because it seems to capture a real distinction in genuine theorizing, a style that Einstein himself practised so well. The onus is now, perhaps, upon us to spell out in greater detail the difference between principle and constructive theories and the workings of Einstein’s particular brand of verificationism. It served Einstein well, once; it may serve the rest of us well again.
QUANTUM MECHANICS: A PLATONIC INTERPRETATION

For more than six decades quantum mechanics (QM) has been a philosophical nightmare. All sorts of good sense have been dashed on the rocks of this brilliantly bizarre bit of physics. So, I am not too sanguine about the prospects of the proposal I’m about to present. Nevertheless, in the spirit of ‘nothing ventured, nothing gained’ I shall outline the philosophical problem (or at least one of the main problems) then try to offer a solution. The proposal is a platonic one, linked to what has been done in earlier chapters. If it works it will support the earlier platonic account of laws and thought experiments. If it doesn’t, then I can only hope it is at least interesting.

THE ROAD TO COPENHAGEN

The makers of QM understood their formalism in a rather straightforward, classical way. If the initial ideas of Schrödinger or Born had worked we wouldn’t have the philosophical problems that we do have today. Erwin Schrödinger, for example, thought of the $\psi$ in his equation as representing a physical entity, say, an electron. It was conceived to be a wave, more or less spread out in space. However, this view faced enormous problems. For one thing, $\psi$ can spread over a great expanse, but we always measure electrons as point-like entities; for another, $\psi$ is a complex function and in some cases many-dimensional, so it cannot be a wave in ordinary three-dimensional space. These and other problems made the initial Schrödinger interpretation hopeless. So, even though the Schrödinger equation is a central ingredient in QM, $\psi$ must be understood in quite a different way than he intended.
Max Born proposed that $|\psi|^2$ should be understood as the probability density for the location of an electron. On his view the electron is a particle; the state vector $|\psi>$ just tells us the probability amplitude of it being located at various places. The waves of so-called wave-particle duality are probability waves—they are a reflection of our ignorance, not of the physical world itself which is made of localized particles.

Born’s view was also philosophically attractive in that it made QM look like classical statistical mechanics—there is a world which exists independently of us; it’s just that we cannot have a complete description of it. Alas, Born’s view worked no better than Schrödinger’s. It ran afoul of interference effects. Consider the split screen experiment. We have an electron gun, a barrier with two small openings, and a detecting device such as a photographic plate. The pattern on the back screen with both slits open is not the sum of the patterns with only one slit open at a time. There is interference. We can even slow down the firing rate so that there is only one electron in the device at a time, thus undermining the explanation that electrons are bumping into one another. Consequently, the only reasonable conclusion is that the electron is interfering with itself, just as a wave might do. It would seem, contra Born, that $|\psi>$ is not just a reflection of our knowledge and our ignorance, but has some sort of physical reality to it.

We can think of Schrödinger’s view as an ontological interpretation of QM since $|\psi>$ is about the world, and Born’s as an epistemological interpretation since $|\psi>$ is about our knowledge of the world. Since neither of these philosophically straightforward interpretations works, the attractiveness of the Copenhagen approach becomes somewhat inevitable.

The Copenhagen interpretation is mainly the product of Niels Bohr, though there are numerous variations. Bohr thought the wave and particle aspects of any physical system are equally real; $|\psi>$ has both ontological and epistemological ingredients. As Heisenberg put it, This probability function represents a mixture of two things, partly a fact and partly our knowledge of a fact’ (1958, 45). A state of superposition is not a mere state of ignorance—reality itself is indeterminate. An electron, for example, does not have a position or a momentum until a position or a momentum measurement is made. In classical physics, observations discover reality, but in QM, according to Bohr, they somehow or other create the world (or at least the micro-world).
Before going any further, let’s begin by looking closely at the formalism of QM, the very thing of which we are trying to make sense.

THE QM FORMALISM

The standard theory consists of a number of principles. The following is a simple version of the postulates and some of the main theorems of orthodox QM (in one dimension).

1. A physical system is represented by a vector $|\psi>$ in a Hilbert space. All possible information is contained in $|\psi>$.
2. Observables, $A, B, C, ...(e.g.,$ position, momentum, spin in the $z$ direction, etc.) are represented by Hermitian operators, $A, B, C, ...$each with a complete set of eigen-vectors, $|a_1>, |a_2>, |a_3>, ..., |b_1>, |b_2>, |b_3>, ..., etc.$
3. Measurements result in eigenvalues only; i.e., $a_1, a_2, a_3, ...$(which correspond to the eigenvectors $|a_1>, |a_2>, |a_3>, ...$). If a system is in state $|\psi>$ and $A$ is measured, then
4. The following three propositions are equivalent:
   (1) $A$ and $B$ are compatible observables.
   (2) $A$ and $B$ possess a common set of eigenvectors.
   (3) $A$ and $B$ commute.
   Moreover, when $A$ and $B$ do not commute (i.e., $AB - BA = c \neq 0$) then \( \Delta A \Delta B \geq c/2 \) (the uncertainty principle).
5. The state of the system evolves with time according to the Schrödinger equation

\[
H|\psi> = i\hbar \frac{d|\psi>}{dt}
\]
6. After an interaction, two systems, 1 and 2, with their states in Hilbert spaces $H_1$ and $H_2$, are represented by the state $|\psi_{12}>$ which is in the tensor product space .
7. If a measurement of observable $A$ results in $a_i$ then right after the measurement the system is in the eigenstate $|a_i>$. 

A few words of explanation. The first two postulates link physical systems to mathematical structures. A physical system, say an electron, is represented by a vector in an infinite dimensional
vector space, called a Hilbert space. The properties that the system can have, e.g., position, momentum, angular momentum, energy, spin, etc. are called observables (though often there is nothing observable about them) and are associated with operators. Examples in one dimension are: the position operator: $X = x$, and the momentum operator: $P = -i\hbar d/dx$. Operators are functions defined on the Hilbert space. For example, if $|\psi\rangle = e^{ipx/\hbar}$ then we have $P|\psi\rangle = -i\hbar d(e^{ipx/\hbar})/dx = (-i\hbar)(ip/\hbar)e^{ipx/\hbar} = pe^{ipx/\hbar}$.

Whenever an operator, $O$, has the effect of just multiplying a vector by a real number $r$, the vector is called an eigenvector of that operator. That is, if $O|\psi\rangle = r|\psi\rangle$ then $|\psi\rangle$ is an eigenvector and $r$ is called an eigenvalue. According to the third principle, only eigenvalues can be the results of any measurement. In the simple example just given, $p$ is an eigenvalue and will be the magnitude revealed on measurement. (At least in the ideal case—it is acknowledged by all that real life is messy.)

The state of the system might correspond to one of the eigenvalues, but it need not in general; often it will be in a state of superposition, a linear combination of two or more eigenvectors.

\[ |a_1\rangle \]

\[ \langle a_2|\psi\rangle \]

\[ |a_2\rangle \]

\[ \psi \] (superposition of eigenvectors $|a_1\rangle$ and $|a_2\rangle$)

\[ \langle a_1|\psi\rangle \]

This number squared is the probability of obtaining the value $a_1$ when $\psi$ is measured.

Figure 24
(which are the basis vectors of the space). The extent to which $|\psi>$ overlaps some eigenvector gives the probability amplitude of getting the corresponding eigenvalue as a result of measurement.

Generally, the state of the system will change as time passes. This is represented by having $|\psi>$ move around in the Hilbert space in a manner governed by the Schrödinger equation. This change of state is smooth and deterministic.

When two quantum systems interact they remain ‘entangled’ in some sense, even when far removed from one another. The tensor product of two such states is not a simple product of these two states considered separately. The combined state has some remarkable properties of its own. The whole, as we shall see, is greater than the sum of its parts.

The final principle is perhaps the most controversial; it is known as the projection postulate and it says that measurements bring about discontinuous changes of state, transitions from superpositions to eigenstates. It is controversial because it looks as if observation does not merely discover reality—but somehow creates it. More of this below; but first, some general remarks about what the philosophy of physics tries to do.

**INTERPRETATIONS**

What is even meant by ‘an interpretation of the QM formalism’ is somewhat vague. Logicians have a precise notion of ‘interpretation’ or ‘model of a formal system’, but that won’t do here. To start with, the formalism is already partially interpreted; it is hooked to observational input and output in a clear and unambiguous way. This partial interpretation is called the minimal statistical interpretation. What it can do is handle everything observable. It is often favoured by those who advocate an instrumentalist outlook for scientific theories in general. But our interest is with how the world really works, not just with making successful observable predictions. Only those lacking a soul are content with the minimal statistical interpretation. What’s needed is something over and above this instrumentally adequate, but otherwise incomplete account.

The spectrum of possible interpretations is exceedingly broad. On the one side it may be as trivial as so-called hidden variables. (That is, trivial in the philosophical or conceptual sense since a hidden variables interpretation tries to make the quantum world out to be
as much like the classical world as possible. Such interpretations are not trivial in the technical sense—indeed, they are probably impossible.) On the other hand, the range of possible interpretations may be limited only by our imaginations. The empirical consequences of rival views are largely unknown. It was long thought that the realism involved in the EPR thought experiment made no observable difference—hence it was often branded ‘idle metaphysics’. But Bell, to the surprise of everyone, derived an empirically testable consequence. One could even imagine consequences of the right interpretation of QM being as significant as special relativity, for it is quite plausible to see Einstein’s theory as an interpretation of Maxwell’s electrodynamics.

I’ll broadly consider two types of interpretation of QM here. Realist interpretations of QM hold that the quantum world exists independently of us; we do not create it in any way; quantum systems have all their properties all the time; measurements discover those properties, they do not create them. On the other hand, anti-realist views, such as the Copenhagen interpretation, hold that the quantum world is not independent of us; in some important sense observers make reality; measurements create their results.

The minimal statistical interpretation is a kind of anti-realism, too, but it’s important to note the difference. Scientific realism typically involves at least two ingredients—epistemic and ontological. The first says that we can have rational beliefs about a realm of unobservable entities. Opposition to this aspect of realism is a form of scepticism. Duhem and van Fraassen both share this form of anti-realism with the minimal statistical interpretation of QM. On the other hand, neither Kant nor Bohr are sceptics about unobservable entities, but they alike reject the second aspect of scientific realism which holds that the world we are trying to learn about exists independently of us.

FROM BOHR TO WIGNER

The problem largely boils down to making sense of superpositions. According to Bohr, superpositions are not mere states of our ignorance. When an electron, for example, is in a state of superposition between two position eigenstates (as it is in the split screen experiment), it does not really have one position or the
other. This state corresponds to having both slits open. The closure of one slit corresponds to a precise position measurement which would in effect create a position for the electron.

Heisenberg’s famous uncertainty principle (e.g., for position and momentum we have $\Delta p \Delta q \geq \hbar$) is to be understood ontologically: if we measure for position, say, then we create a position and leave the momentum uncreated. This is not to be confused with an ignorance interpretation of the uncertainty principle which says we merely don’t know what the momentum is. For Bohr, there simply is no momentum. (To reflect this ontological construal, many prefer ‘indeterminacy principle’ to ‘uncertainty principle’, since the latter may misleadingly suggest an epistemic interpretation.)

So how does the quantum system change from a state of superposition to an eigenstate? Bohr’s answer to this, his so-called relational interpretation, is somewhat involved. Bohr held to a sharp distinction between the micro- and the macro-worlds. QM is true of the former and classical physics true of the latter. I stress true, not a mere approximation; trees, tables, and trucks do not go into states of superposition for Bohr.

The wave function of a micro-entity collapses, according to Bohr, when it is in the right sort of relation with a macro-object. Thus, an electron goes into an eigenstate of position in the split screen device when one slit is open; a photon goes into a spin eigenstate in, say, the $x$ direction, when it passes through an appropriately oriented polaroid filter. In each case there is the right sort of relation between micro-and macro-object to bring about the collapse of the wave function. Notice that a conscious human observer need not become aware of the results, but the existence of the macroscopic world is required.

Though sympathetic with Bohr’s outlook in general, Eugene Wigner (1962) and others could not follow Bohr in his micro/macro distinction. There is only one physical world, according to Wigner; so if QM is right anywhere, it is right everywhere. Thus the distinction between micro and macro, while epistemologically significant, is ontologically unimportant. Indeed, it is certainly standard practice among physicists to treat everyday objects as though they are correctly described by QM. In almost every text one first learns the de Broglie relation, $p = \hbar/\lambda$, and then as an exercise one is asked to compute the wavelength of a truck roaring down the highway. Of course, the moral of the exercise is that the wavelength is very small, even undetectable, but the tacit
implication of such cases is unmistakable—QM applies to the big as well as the small.

A unified account is naturally very satisfying, but it comes at a cost. It means that the macroscopic devices that are used to measure quantum systems are themselves QM objects, subject to states of superposition. It was this that Schrödinger made so much of in his cat paradox thought experiment that we discussed in the first chapter—the macroscopic cat is in a superposition of living cat and dead cat.

Suppose, however, that we are prepared to bite the bullet and allow—absurd though it seems—that macroscopic objects such as measuring devices can go into superpositions. How then can a measurement even take place? What collapses the wave function?

Consider an energetic atom, $A$, that has some probability of decay during some time period. In general, its state will be a superposition of the two eigenstates, the energetic state $|e>$ and the decayed state $|d>$. 

$$|\psi_A> = |e> + |d>.$$

Now let’s bring in a geiger counter, $G$, to see whether it decays or remains energetic. If the atom decays, it will flash; but if there is no decay, then no flash. (This is idealized to the point that $G$ makes no mistakes, which is, of course, quite unrealistic. But we shall continue to ignore this.) Let these two eigenstates of $G$ be $|f>$ and $|n>$, for the flashed and non-flashed, respectively. We now have a combined system on our hands; it is represented by the tensor product of the two systems:

$$|\psi_{A+G}> = |e><n| + |d><f>.$$

Hence, we now have the geiger counter which is not in any definite state, but is rather in something like a state of super-position of its two eigenstates, flash and no-flash. How do we collapse its wave function? We don’t have a measurement of the atom while $G$ is in a superposition, so how is a measurement even possible? We could bring in another measuring device, say a TV camera—but that would only push the problem back a step. How about someone just looking? This wouldn’t seem to help either, since the human eye, optic nerve, and brain are all physical objects and are thus correctly described by QM. Consequently, even our physical brains go into states of super-position. There seems no hope of stopping this regress. The combined system consisting of atom, geiger counter, TV set-up, human eye, and brain appears forever
destined to be in limbo. Yet, we do make measurements; we do get eigenvalues. But how?

Wigner’s solution is a radical mind/body dualism. He argues as follows. What we need to collapse wave functions is some sort of entity or process that is non-physical, not subject to quantum mechanical superpositions. Do we already know any candidates for this? Indeed we do—the mind. Human consciousness, says Wigner, is the thing which can put physical systems into eigenstates. The mind is not a physical entity; it is not subject to superpositions. (A bad hangover doesn’t even come close.) Consciousness can do the one thing no physical entity can do—turn the indeterminate into the real.

Neither Bohr’s nor Wigner’s account of measurement is very satisfactory for a number of reasons, not the least of which is that each must go outside QM for the essentials of the account: Bohr to an independent macroscopic world, Wigner to consciousness. In classical mechanics, on the other hand, the theory of measurement is itself classical and part of the theory. Ideally, the right theory of measurement in QM would be from QM—anything else smacks of the ad hoc.

EPR

The anti-realism of the Copenhagen interpretation, whether Bohr’s or Wigner’s version, was met head-on by the beautiful EPR thought experiment. It was discussed above, but we need a bit more detail now.

The argument proceeds by first characterizing some key notions.

Completeness: A theory is complete if and only if every element of reality has a counterpart in the theory. Thus, if an electron, for example, has both a position and a momentum, but the theory only assigns a value to one and not the other, then that theory is incomplete.

Criterion of Reality: If, without disturbing the system, we can predict with probability one the value of a physical magnitude, then there is an element of reality corresponding to the magnitude. The qualification—without disturbing the system—is central. The Copenhagen interpretation holds that measurements do disturb the system (they collapse the wave
function), so ascribing an independent reality to any magnitude cannot be based on a (direct) measurement.

**Locality:** Two events which are space-like separated (i.e., outside each other’s light cones) have no causal influence on one another. They are independent events. This follows from special relativity which holds that nothing, including causal connections, travels faster than light.

The more perspicuous Bohm version of the EPR argument starts with a system such as an energetic particle which decays into a pair of electrons; these travel in opposite directions along the $z$ axis. Each electron, call them L and R (for left and right), is associated with its own Hilbert space. The polarization or spin eigenstates will be along any pair of orthogonal axes, say, $x$ and $y$, or $x'$ and $y'$. In any given direction a measurement (which, recall, only yields eigenvalues) will result in either $+1$ for the spin up state or $-1$ for the spin down state. We can represent these as $|+\rangle_L$ and $|-\rangle_L$, respectively, for the L electron, and $|+\rangle_R$ and $|-\rangle_R$ for R.

The spin of the system is zero to start with and this must be conserved in the process. Thus, if L has spin magnitude $+1$ in the $x$ direction then R must have $-1$ in the same direction to keep the total equal to zero. A composite system such as this, in the so-called singlet state, is represented by
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If we measure the spin of the L electron we then know the state of R since the measurement of $|\psi_{LR}\rangle$ immediately puts the whole system into one or other of the two eigenstates. Suppose our measurement resulted in L being polarized in the $x$ direction (i.e., has spin up in the $x$ direction). This means the state of the whole system is $|\uparrow\rangle_L \otimes |\rightarrow_R\rangle$, from which it follows that the remote electron is in state $|\downarrow\rangle_R$, i.e., it has spin down in the $x$ direction. (Choosing the $x$ direction is wholly arbitrary; any other direction could have been tested for.) While it might be conceded that the measurement on L may have ‘disturbed’ it or created rather than discovered the measurement result, the same cannot be said of R. We are able to predict with complete certainty the outcome of the measurement on the R electron, and since (by the locality principle) we could not have influenced it in any way with a measurement of L, it follows (by the criterion of reality) that the R magnitude exists independently of measurement. Since this is not reflected in $|\psi\rangle$, it follows (by the criterion of completeness) that QM does not completely describe the whole of reality. EPR then concludes that the theory must be supplemented with hidden variables in order to give a full description.³

SCHRÖDINGER’S KITTENS

We can make the EPR result even more compelling by considering distant correlations of macro-systems. Here’s a modification of Schrödinger’s cat paradox which I’ll call the kitten paradox. Assume Schrödinger’s cat had two kittens. After a suitable passage of time we separate the kittens from the poison and from each other. All this will be done without looking at them, i.e., without measuring the state of their health. Thus each, while being transported, will be in a state of superposition of living and dead just as in Schrödinger’s original thought experiment. The only difference is that we now have two and they are moved outside of each other’s light cones before being observed.

Let the distant observers now examine each kitten. I confidently predict both will be in the same state of health. (Let’s say they are both alive. One of the joys of thought experiments is that one can sometimes stipulate a happy ending.) This perfect correlation suggests they were already both alive before being separated.
Observation merely revealed what was already the case; it had no influence on the kittens’ health. Describing the kittens as being in a state of superposition—not really alive or dead—cannot be a completely correct description of reality.

The kitten example is just EPR on a macroscopic scale. The result—that measurements discover the state of the kittens’ health—seems a commonsense truth, too trivial to tell. Alas, if only it were.

THE BELL RESULTS

Compelling though EPR is, it can’t be right. This is the upshot of several related findings known collectively as the Bell results. Bell’s original argument was rather complicated, but versions are now so simple that those with only elementary algebra can easily comprehend the argument. I’ll begin with a simple derivation of a Bell-type inequality (due to Eberhard 1977), then briefly describe its experimental refutation.

Let us begin by considering an EPR-type set-up. Unlike EPR, however, we will consider measurements of spin in different directions, say along a and a’ for the L photon and b and b’ for R. There are four possible measurements that could be made:

\((a, b), (a’, b), (a, b’), (a’, b’))\)

(\(a, b\) means the L photon is measured for spin along the a axis and R along the b axis). A spin up result of a measurement has value +1, and spin down −1. Now define a correlation function, \(c(x, y)\) as follows:

\[
\begin{align*}
\text{If } a=1 \text{ and } b=1, \text{ then } c(a, b) &= 1 \times 1 = 1; \\
\text{if } a=1 \text{ and } b=-1, \text{ then } c(a, b) &= 1 \times -1 = -1; \\
\text{and so on for } a’, b’, \text{ etc. (where } a=1 \text{ means that the result of measuring the L photon in the a direction is +1, etc.)}
\end{align*}
\]

We imagine running the experiment many times. After N tests, with \(a_i\) being the \(i^{th}\) result, we have

\[
c(a, b) = \frac{1}{N} \sum a_i b_i.
\]

We will make two key assumptions.

**Realism:** Each photon has all of its properties all of the time; in particular, each has a spin up or spin down magnitude in
every direction whether there is a spin measurement made in that direction or not.

This assumption is embedded in the mathematics as follows. Let \( a_i \) (or \( a'_i \), \( b_i \), \( b'_i \), respectively) be the result of the \( i^{th} \) measurement if made in the a (or a’, b, b’, respectively) direction. The value is either +1 or −1 and this value exists whether a measurement is made or not. In particular, if photon L is measured in the a direction then it cannot be measured in the a’ direction. Nevertheless, even though we can’t know what it is, we still assume that it has one value or the other. This is the core of realism—measurements do not create, they discover what is independently there.

**Locality:** The results of measurement on one side of the apparatus do not depend on what is happening at the other side. The outcome of a spin measurement on photon L is independent of the direction in which R is measured (i.e., the orientation of the apparatus); it is independent of the outcome of that measurement; and it is independent of whether R is measured at all.

Formally, the locality assumption is captured by having the value of \( a_i \) be independent of the values of \( b_i \) and \( b'_i \). So if a measurement of L in the a direction would result in +1 if R were measured in the b direction, it would still be +1 if R were measured in the b’ direction instead. Recall that Bohr holds that a micro-entity has its properties only in relation to a macro-measuring device; different settings may create different micro-properties. Locality does not completely deny this, but it does deny that the settings of a remote macro-device have any influence.

Now define the following formula which I’ll call F for convenience:

\[
F = a_ib_i + a_ib'_i + a'_ib_i - a'_ib'_i
\]

Rearranging terms we have

\[
F = a_i(b_i + b'_i) + a'_i(b_i - b'_i)
\]

Since the a terms equal +1 or −1, and since one of the terms in parentheses equals 0 while the other equals either +2 or −2, we have

\[
F = +2 \text{ or } -2
\]
Thus, taking the absolute value, we have
\[ |a_ib_i + a'_ib'_i + a'_ib_i - a'_ib'_i| = 2 \]
This holds for the \( i \)-th measurement result. The generalization for \( N \) measurements is therefore
\[ |\frac{1}{N} \sum_i a_ib_i + a'_ib'_i + a'_ib_i - a'_ib'_i| \leq 2 \]
In terms of the correlation function we have
\[ |c(a, b) + c(a, b') + c(a', b) - c(a', b')| \leq 2 \]
This is one form of Bell’s inequality. It means that when spin measurements are done for arbitrary directions \( a \) and \( a' \) on the L photons and \( b \) and \( b' \) on the R photons, we can expect that degree of correlation. After many tests the correlations between the L and R photons, taken a pair at a time, must satisfy this inequality—if the assumptions of realism and locality both hold.

It is important to stress that the inequality is derived by a simple combinatorial argument based on two commonsense assumptions: realism and locality. QM, however, makes a different prediction. An experimental test of QM and Local Realism (as it is often called) is thus possible.

To get specific QM predictions we need to specify directions for the spin measurements to be made. Let \( a = b \), otherwise the orientations of \( a \) and \( b \) can be arbitrary; furthermore, let \( a' \) be -45 degrees and \( b' \) be +45 degrees from the common \( a/b \) direction.
According to QM the correlation functions have the following values:

\[
\begin{align*}
    c(a, b) &= -\cos 0 = -1 \\
    c(a, b') &= -\cos 45 = -1/\sqrt{2} \\
    c(a', b) &= -\cos 45 = -1/\sqrt{2} \\
    c(a', b') &= -\cos 90 = 0
\end{align*}
\]

What this means is that if \(L\) is measured in the \(a\) direction and has, say, spin up, then \(R\) measured in the \(b (=a)\) direction will not have spin up. They are perfectly negatively correlated. In the fourth case immediately above when \(L\) and \(R\) are measured at right angles to each other the results of measurement are completely uncorrelated. The other two cases yield results in between.

We now substitute these values derived from QM into the Bell inequality:

\[
| -1 - 1/\sqrt{2} - 1/\sqrt{2} - 0 | = 1 + 2/\sqrt{2} > 2
\]

Thus, at these angles, QM and Local Realism diverge in their predictions, making an empirical test possible.

Just how remarkable this situation is cannot be stressed too much. For years EPR was attacked by the empiricist-minded for being ‘idle metaphysics’ since it was thought that it made no detectable difference. Even defenders of EPR were willing to concede that the realism/anti-realism debate has no empirical import. Now it turns out that all were wrong. Abner Shimony calls it ‘experimental metaphysics’, and the phrase is exactly right. From the original EPR argument to Bell’s derivation of his inequality, to the experimental tests, to the reaction to those tests, there is an inextricable mix of physics and metaphysics. The whole situation is highly reminiscent of the seventeenth century, when philosophy was at its very best.

If the possibility of performing an empirical test on realism was surprising, the outcome was even more surprising—common sense has taken a beating. There have been several tests of the inequality. In almost every one, QM has made the right predictions and Local Realism the wrong ones. Of all these tests, the ones carried out by Aspect et al. (1981, 1982a, 1982b) have been the most sophisticated.

The crucial feature of the Aspect experiment is the presence of a very fast optical switch which directs \(L\) photons to either \(a\) or \(a'\) and \(R\) photons to either \(b\) or \(b'\) measurements. It picks a direction randomly, while the photon is in flight. The reason this is
considered important is that in earlier experiments the setting of the distant measuring device was fixed long before the measurement, thus allowing the possibility of a subluminal signal between the distant wings of the apparatus and hence the possibility that they could ‘communicate’ with one another. Of course, that may seem bizarre, but the QM world is so weird that it is always nice to have one more possibility ruled out, however far-fetched it may seem to common sense.

CONCEPTS OF LOCALITY

The very notions of locality and action at a distance are somewhat complicated. A few words seem called for. Historically, action at a distance has meant the causal action of one material body upon a second which is separated from the first by a void. Two bodies gravitationally attracting one another with only empty space between them is an example. Even if there were a medium between the distant bodies, we still would have action at a distance, if the medium played no role in the action of one body upon the other. The contrary notion is local action; it occurs when one body acts...
on a second which is in contact with it or when there is a medium between the bodies which conveys the action.

Descartes held that all action of one body on another is imparted by contact or by pressure transmitted through an ethereal medium (thus, all action is ultimately by contact). In spite of its elegance and numerous achievements, the so-called mechanical philosophy and its near relations had serious problems, such as explaining the cohesion of bodies. Why do things hold together? Any new explanation that proposed some sort of action at a distance, such as an attractive force, was taken to be a retrograde step, a return to the despised occult qualities of the medievals.

Newton seemed to many to be guilty of this when he introduced universal gravitation. He was roundly criticized by latter-day Cartesians and by Leibniz, who, for example, asserted that any attraction across empty space which caused a body to move in a curved line could only be a miracle (which he took to be absurd).

Newton seemed to agree. In one of his famous letters to Richard Bentley, he asserts

that one body may act upon another at a distance through a vacuum, without the mediation of anything else, by and through which their action and force may be conveyed from one to another, is to me so great an absurdity, that I believe no man who has in philosophical matters a competent faculty of thinking, can ever fall into it.

(Cohen 1978, 303)

Many of the action at a distance problems with the mechanical philosophy were laid to rest with the rise of field theory. According to Michael Faraday, for example, a field of force surrounds an electrically charged particle. This field pervades all space and is, strictly speaking, part of the actual body. Consequently, any body is really in direct contact with every other body, since each, in a sense, occupies the whole universe.

Faraday gave a very convincing argument for the reality of these fields. The interaction that is conveyed by the field has a finite velocity. Add to this the principle of the conservation of energy. Now if one body is jiggled, the second will respond after some time interval. Where is the jiggling energy located during the intermediate times? It cannot be located in either body, so it must be located in the field. Thus, the field is a real thing.
This argument is the basis for calling special relativity a field theory. By making all velocities of interaction finite, special relativity, in a sense, implies the existence of fields. Of course, it doesn’t follow that if we deny an upper bound on the velocity of interaction we thereby deny the existence of a field or medium that transmits the action, but special relativity is so deeply linked to field theory that asserting the existence of a superluminal connection has become almost synonymous with asserting action at a distance. And even if there is no medium that carries the action from one body to another, as long as that action is conveyed at a velocity equal to or less than $c$, then the action is called ‘local’. The issue of action at a distance has evolved considerably since its heyday in the seventeenth century, but I think this is the link which connects them.

Within QM in general ‘action at a distance’ means action transmitted faster than the speed of light, the upper bound allowed by special relativity; and ‘local action’ means action transmitted at speeds equal to or less than the speed of light. Still there is lots of room for details and variations inside QM itself. One of the most thorough treatments of the issue can be found in Redhead (1987), and I can do no better than follow his account.

Redhead starts out by positing a general locality principle.

$L$: Elements of reality pertaining to one system cannot be affected by measurements performed at a distance on another system.

He then discusses several different interpretations of QM and formulates locality principles suitable for each.

$LOC_1$: An unsharp value for an observable cannot be changed into a sharp value by measurements performed at a distance.

$LOC_2$: A previously undefined value for an observable cannot be defined by measurements performed at a distance.

$LOC_3$: A sharp value for an observable cannot be changed into another sharp value by altering the setting of a remote piece of apparatus.

$LOC_4$: A macroscopic object cannot have its classical state changed by altering the setting of a remote piece of apparatus.
LOC₅ : The statistics (relative frequencies) of measurement results of a quantum mechanical observable cannot be altered by performing measurements at a distance.

Redhead goes on to characterize two more principles of locality. (Both have technical expressions; I'll merely quote his gloss, though even that contains some terms undefined here. Remember, I'm just trying to convey the spirit of complexity which surrounds these issues.)

**Ontological Locality:** locally maximal observables on either of two spatially separated systems are not ‘split’ by ontological contextuality relative to the specification of different maximal observables for the joint system.

**Environmental Locality:** the value possessed by a local observable cannot be changed by altering the arrangement of a remote piece of apparatus which forms part of the measurement context for the combined system.

Much of Redhead’s book is devoted to carefully determining the precise conditions under which each of the various locality principles is violated. I shall be much less subtle—no doubt at my peril—and try to give general arguments against rival views lumped together.

**OPTIONS**

The derivation of Bell’s inequality made an empirical test of Local Realism vs QM possible—Local Realism lost. Of course, no test is really crucial; perhaps there is a way to wriggle out and save the two commonsense assumptions of realism and locality. That, however, seems unpromising. It appears that we must give up at least one of these two assumptions.

Abandoning premisses is hardly the end of the affair, however; we still have the perfect correlations of the EPR case to explain. So what are the options?
1. A brute fact

This view hangs on to locality—since we don’t want to abandon special relativity—but it gives up realism. As for the EPR correlations, this view says: ‘It’s just a brute fact of nature; that’s simply the way things are’. In short, there is no explanation for the EPR correlations; they are just a brute fact. (Van Fraassen 1980, 1982 seems to hold this view.)

In many (perhaps all) scientific theories, there are elements which are taken as just brute facts. For instance, in Newton’s physics, inertia is an unexplained explainer; it accounts for other phenomena, but is itself unaccounted for. Are EPR correlations like that? I think not. It is one thing to make the mass and charge of quarks, say, a basic, primitive, unexplained feature of reality, according to our theory; but it is quite another to say it is impossible in principle to ever explain these properties. Yet this is what the (empiricist) brute fact view does to EPR correlations. By clinging to locality and denying realism it makes any sort of future explanation impossible in principle. Though logically possible, the brute fact view is so unattractive that we should adopt it only as a last resort.

In a paper which is interesting both historically and philosophically, Don Howard (1985) argues that Einstein distinguishes between separability (‘spatially separated systems possess their own separate real states’ (1985, 173)) and locality. He claims that this distinction is at the heart of Einstein’s objections to Bohr, and that the point was lost in the EPR paper. (Einstein was unhappy with the way Podolsky had written up the argument in EPR.)

Howard’s philosophical claim is that the Bell inequality can be derived from the two assumptions of locality and separability, and (in light of the experimental results) that we should abandon separability, not locality. Spatially separated quantum systems which have previously interacted are not really distinct—there is really only one system. This, according to Howard, is what quantum holism amounts to. (Howard’s distinction is similar to distinctions made by Jon Jarrett (1984)—completeness vs locality—and by Abner Shimony (1986)—outcome independence vs parameter independence.)
It is very hard to get a grip on such an idea. Even if it is only ‘one system’, does it not have a left side and a right side? And how do these sides interact? Given the existing correlations, do not the two sides of the ‘one system’ have to interact at superluminal speeds? Such questions may be ruled out of court, but it leaves the idea of non-separability (coupled with locality) something of a mystery. As Howard himself puts it: ‘to say we accept non-separable quantum theory is not to say that we yet understand all that such acceptance entails’ (1985, 197). Until it is clarified, I’m inclined to lump this account with the brute fact view. I hope I’m not as naive as Lord Kelvin who said he couldn’t understand a theory until he had a mechanical model of it, but I think we should insist on some sort of mechanism for non-separability. And when we have it, how can it avoid non-locality without doing something quite absurd like abandoning space-time?

2. Non-local, contextual hidden variables

Hidden variable theories come in two main types. Non-contextual theories simply attribute sharp values for all observables at all times. They have been ruled out in principle by a deep mathematical result known as Gleason’s theorem. However, the actual hidden variables theories which have been developed have often been contextual. According to a contextual theory the results of measurement depend on two things: the state of the system (which includes the hidden variables) and the environment (in particular, the state of the measuring apparatus).

Local hidden variable theories (whether contextual or not) are ruled out by the Bell results. Non-contextual hidden variable theories (whether local or not) have been ruled out by Gleason’s theorem. Non-local, contextual hidden variable theories remain a possibility. David Bohm’s (1952) account is probably the paradigm example of such a non-local, contextual hidden variable theory.

On this view, realism is true but locality is false. The magnitudes that a physical system has depend on the whole physical situation within which the system finds itself. In particular the magnitudes depend (in part) on the setting of the remote wing of the whole experimental set-up. This view is similar to Bohr’s in that it is holistic, being both non-local and relational. But it differs from
Bohr’s in stipulating that a micro-system has all its properties all the time.

In order for the view to work there must be some sort of (physical) causal connection between the photons and the whole measuring apparatus, especially some connection with the distant parts of the apparatus. (Bohm’s 1952 hidden variable theory, for example, posits an all-pervasive ‘quantum potential’.) This connection will have to be superluminal, which at once raises a problem. What about special relativity? There are two choices.

2(a) Special relativity false. This is such a drastic move that it should be avoided at almost all costs. There are those who are prepared to make it (Bell 1987, Popper 1982), but I don’t think we should join them; special relativity plays too great a role in the rest of physics.

2(b) Peaceful co-existence. On this view it is noted that the superluminal signals that are responsible for the correlations are completely uncontrollable. This fact is alleged to save special relativity. At one side of the EPR-type set-up we get a random sequence of spin up and spin down results. We know that the other side is getting a down result when we get up (and up when we get down), but there is no way to control this sequence of ups and downs. We cannot, for instance, use this random sequence to synchronize distant clocks and thereby undermine the relativity of simultaneity.6

Champions of this view thus declare that there is peaceful co-existence between QM and special relativity. In contrast with ‘action at a distance’, Abner Shimony, who advocates the view, calls it ‘passion at a distance’. It deserves extensive consideration. After criticizing it in detail I’ll turn to a third option.

3. Laws as causes of correlations

This option takes laws of nature—understood to be entities existing in their own right—as non-physical causes of quantum events. It will be explained below.

PASSION AT A DISTANCE

I have two objections to the ‘peaceful co-existence’ or ‘passion at a distance’ view. The first is philosophical; it concerns motivation.
The point is to save realism, but this view saves realism in QM by undermining it in space-time. No longer can relativity be considered a theory of an objective space-time; it must now be viewed as a theory about our operations, about what signals we can or cannot detect. On the passion at a distance interpretation, special relativity has a decidedly operationalist flavour; it is a theory of what we can or cannot control rather than a theory about an independent space-time. So the price of getting realism into QM is losing it in the space-time realm—hardly an advance.

My second objection is somewhat technical, but I think more decisive. What I shall now try to show is that any non-local hidden variable account (with special relativity taken to be true) implies a different statistics than that implied by the singlet state.

First, an assumption. A crucial premiss—frankly, this is the fuzzy bit—is that there must be some sort of mechanism, some sort of signal transmitted at the time of measurement which links the two particles, the two wings of the singlet state, and which accounts for the correlated eigenvalues. It might, for example, be a disturbance, or a change in potential in the ‘field’ of David Bohm’s (1952) non-local hidden variable theory. A second assumption is that there are two ways of breaking the holism of the singlet state. One way is to measure a particle directly; the other is to measure its correlated, distant partner. This assumption seems reasonable since a particle can be detected in an eigenstate either directly or by having its mate measured. Either way, when the holism of the singlet state is broken (or when the state vector ‘collapses’, as champions of the Copenhagen interpretation would say), it lets the world know by sending out a superluminal signal to all and sundry. Think of this as a kind of action-reaction similar to what would happen in a gravitational field with two massive particles—jiggle one and a force is sent out which wiggles the other which in turn sends back a force which will wiggle the first, etc., etc.

Now consider a standard EPR set-up. Let L and R be the frames of the left and right particles (as well as their names), with L stationary and R in relative motion with velocity $v$. At the time of interaction with the left measuring device, L sends a superluminal signal to R with velocity $u$. (In the limit this can be infinitely fast.) This sets the spin components and also breaks the holism of the singlet state. The distance from L to R is $d$, and $c=1$ throughout.
R's co-ordinates are
\[ t_R = \frac{t_L - vx_L}{\sqrt{1 - v^2}} \quad \text{and} \quad x_R = \frac{x_L - vt_L}{\sqrt{1 - v^2}} \]

When R breaks free from the holistic singlet state, a signal is sent out with velocity

\[ -u = \frac{dx_R}{dt_R} \]

\[ dt_R = \frac{dt_L - vdx_L}{\sqrt{1 - v^2}} \quad \text{and} \quad dx_R = \frac{dx_L - vdt_L}{\sqrt{1 - v^2}} \]

we can substitute and solve to find the velocity in L. This gives

\[ -\frac{dx_L}{dt_L} = \frac{u - v}{1 - uv} \]

The total time=\( \Delta t = \text{(distance/velocity out)} + \text{(distance/velocity back)} \).

Thus,

\[ \Delta t = \frac{d}{u} + \frac{d}{[(u - v)/(1 - uv)]]} \]

Since \( u \gg c = 1 \) we have \( t < 0 \). In the limit, as \( u \to \infty \) and \( v \to 1 \), \( d/u \to 0 \) and \( (u-v)/(1-uv) \to -1 \); hence the right hand side approaches \( d-1 \); thus, we get a total time of \( -d \). This, of course, means that the signal was received before it was sent.

This implies that the holism of the singlet state was broken before a measurement was made. Speaking in the language of the projection postulate, we could say that the wave function thus collapsed earlier; hence a signal was sent out to its partner putting it into an eigenstate earlier, and so on back into the more distant past, right back to the origin. Speaking in more realistic language, we could say that it was wrong to describe the state \( \psi_{LR} > \) as being in the entangled tensor product of the Hilbert spaces of L and R. In any case, the singlet state cannot exist in any spatially extended system, given the assumptions of special relativity and the existence of a non-local mechanism. The L and R systems would not be correlated as they are in the entangled singlet state; they would have quite different measurement outcomes (e.g., sometimes both would have spin up in the same direction which is forbidden in the singlet state). However, the experimental results that actually do occur are compatible only with those represented by
the singlet state. So, non-local, contextual hidden variables are experimentally refuted. Grand conclusion: Peaceful co-existence is experimentally refuted. Contextual hidden variables are no more possible than Local Realism.

Let me anticipate a possible objection. These superluminal signals carry no energy or momentum, which makes them quite unlike ordinary signals. It also makes them quite unlike tachyons; however, they do have a kinematical similarity. Perhaps we could have a ‘re-interpretation principle’ similar to that which is popular among tachyon theorists. This is a principle which is used to try to get around causal paradoxes: A superluminal signal which is absorbed after going backwards in time can be re-interpreted as one which is being emitted and going forward in time. Such a re-interpretation may help save tachyons, but it won’t help here. Whether coming or going, the mere presence of a superluminal signal means that the system has broken free of the holism of the singlet state.7

Figure 28 This is a centre of mass diagram which is perspicuous, but doesn’t correspond strictly to the derivation.
CORRELATIONS AND THE LAWS OF NATURE

So far we have seen how the EPR argument called for local realism, but that the Bell results have made that impossible. But that can’t be the end of the matter, since we still have the simple EPR correlations to account for. All we know from the Bell results is that Local Realism can’t be the right explanation. We have also seen that attempts to develop non-Local Realism have not been satisfactory either. A different kind of account of QM is needed.

There are a number of conditions or desiderata that should be satisfied. (1) An acceptable account of QM should allow for an explanation of the correlations that do exist. We should not pass off the perfect correlations of the EPR case, for example, as mere coincidences or as just brute facts of nature. (2) It should not violate special relativity. There should be no physically non-local mechanisms involved. To these two requirements I wish to add another. (3) An interpretation of QM should also take into account the fact that experimenters have knowledge of measurement outcomes at the remote wing of the apparatus as a result of measurements on the near side. Thus an account which can do justice to the existence of our knowledge as well as to the physical aspects of the problem is to be preferred over an account which does justice only to the first two conditions.

My suggestion is very simple. Distant correlations are caused by the laws of nature. I realize this sounds almost silly. One wants to say the correlations are the laws of nature. But this, if you recall preceding chapters, is not true. A law of nature is an independently existing abstract entity—a thing in its own right which is responsible for physical regularities. The spin correlations that do occur in the physical world are brought about by a non-physical law. It is this very same entity, the abstract law, which plays a role in our knowledge of what is going on at the distant wing of an EPR-type experiment.

On this interpretation realism is true; every QM system has all its properties all the time. Locality, on the other hand, is false in the sense that there is a statistical dependence of values on the remote wing of the apparatus; but there are certainly no physical causal connections. In some respects this view is similar to contextual hidden variables, but there is one crucial difference—there are no superluminal signals. It is not a physical connection,
but abstract laws which are the cement of the universe (to use Hume’s expression).

Earlier I referred to Howard’s ‘non-separability’ (and the similar notions of Jarrett and Shimony) as a brute fact view of quantum correlations. Perhaps an alternative way of viewing this idea is by linking it to the abstract laws—laws are the (non-physical) mechanism which hold ‘non-separable’ quantum systems together. Understood this way, Howard’s view is not so far from my own. In spite of the fact that they seem to have non-local effects, rather than calling laws of nature ‘non-local’ I prefer to call them ‘global’, since even though they are transcendent, they are, in another sense, everywhere. If an atheist may be allowed the simile, laws of nature are like God—omnipresent. These are the things that account for the antics of micro-entities.

CONCLUSION

How does all this relate to thought experiments? My account of platonic thought experiments assumes the existence of laws of nature construed as entities in their own right. They are not physical things, but they are perfectly real and completely independent of us. The present chapter has utilized laws of nature, so understood, to provide an interpretation of QM. In so far as this has seemed a plausible view, it then supports the realist view of laws, which in turn supports (albeit indirectly) my platonic account of thought experiments. But the relation is actually more intimate than this picture of indirect support suggests. In the EPR thought experiment, which has been the heart of all this, the source of the correlation has been the same as the source of the thought experimenter’s knowledge of the remote measurement results—namely, a law of nature. There is a remarkable harmony here: the structure of knowing and the structure of reality mirror one another. Or as Spinoza put it: The order and connection of ideas is the same as the order and connection of things’ (Ethics, II, Prop. 7).
I began with a variety of illustrations of thought experiments in the first chapter, and in the second proposed a system of classification. The taxonomy included a special type, which I called platonic. Before arguing for the \textit{a priori} character of these very remarkable thought experiments the stage was set with a chapter on platonism in mathematics. Those who give some credence to mathematical realism and who take seriously our intuitions of mathematical reality will find that it is not so big a step to a platonic account of (some) thought experiments. At any rate, this is what I have tried to argue: In a small number of cases, thought experiments give us (fallible) \textit{a priori} beliefs of how the physical world works. With the mind’s eye, we can see the laws of nature.

Of course, laws of nature, as objects to be seen, cannot be what every empiricist thinks them to be—supervenient on events. Rather, laws of nature must be things in their own right. It turns out that the platonic account of thought experiments dovetails very nicely with the recent realist view of laws proposed by Armstrong, Dretske, and Tooley, and I am very happy to adopt their account.

The whole theory—the \textit{a priori} epistemology of thought experiments and the realistic metaphysics of laws—was then used to look, first, at Einstein’s scientific practices, and second, at the interpretation of quantum mechanics. If the theory is believable, then this is due in part to the direct arguments for it given in \textit{chapter four}, and in part to the success of the last two chapters on Einstein and quantum mechanics, i.e., it is believable because of its good consequences.

That is a brief account of what I have tried to do; now a few words about what I haven’t attempted. There are a number of
issues concerning thought experiments that certainly merit future consideration.

Kant received almost no attention in this work. This is mainly because there is no existing Kantian position on this topic. There is a large body of writings on ‘constructability’, a notion which is undoubtedly relevant to thought experiments, but there is no Kantian treatment of the classic examples. A fully-fledged Kantian account of thought experiments is obviously needed. Once developed, it would undoubtedly become a serious rival to the existing empiricist and platonic accounts.

Natural kinds were briefly discussed near the outset when it was conjectured that we can draw powerful general results from a single thought experiment because the object of the thought experiment is taken to be an instance of a natural kind. I dare say the interconnections between thought experiments and natural kinds are rich and varied, and certainly worth pursuing. A start can be made with the works I mentioned earlier (i.e., Wilkes 1988 and Harper 1989).

Computers are used increasingly for discovery purposes. Of course, since the beginning, computers have been used for computations, but their uses in modelling phenomena, a use which often sheds enormous light on whatever situation might be at hand, makes them a profound tool in the (non-algorithmic) process of discovery. Much of this computer modelling looks remarkably like thought experimenting. What, precisely, is the relation?

Though I included a whole chapter on platonism in mathematics, I nevertheless have said nothing about thought experiments in mathematics itself. Here is a great field to be explored. Lakatos (1976) is a wonderful start.

Suppose that a platonic account of thought experiments is correct. Does this have any implications for the mind? Many with whom I have discussed this view think the platonic account must be committed to some sort of dualism. Perhaps, but I don’t see it. If the abstract realm can somehow or other cause the physical world to behave as it does, then I don’t see why the very same abstract realm cannot interact with our physical brains to give us our beliefs. Popper (in Popper and Eccles 1977) argues for the independent existence of the ‘second world’ (the mental) because it is needed to mediate between the ‘first world’ (the physical) and the ‘third’ (the abstract). But if it is possible for different types of things to interact (i.e., the mental and the physical or the mental
and the abstract), then surely it is possible for the physical to interact *directly* with the abstract. (Indeed, it is easy to construct an infinite regress, if we insist on a mediator between any two distinct types of stuff.) Nevertheless, the question remains: Do various accounts of thought experiments have special implications for the mind-body problem?

The actual number of questions that may arise from a study of thought experiments is probably limitless. It’s a fascinating and fertile field; I hope others will cultivate it.
1 ILLUSTRATIONS FROM THE LABORATORY OF THE MIND

1 I owe the initial observation to David Papineau; that Kant and the constructive interpretation of geometry should be stressed I owe to Kathleen Okruhlik.

2 For example, Strawson (1959), in a philosophical thought experiment, considers a world consisting entirely of sounds.

3 Ian Hacking (1983) has stressed the manipulation or intervention aspect of (real) experimentation. Many of his observations carry over to thought experiments. David Gooding (in conversation) stressed the common ‘procedural’ nature of real and thought experiments—a perceptive characterization.

4 For the sake of the argument it is assumed the cat does not observe itself; otherwise we can simply change the example to some non-conscious macroscopic entity in place of the cat.

5 Thomson’s paper contains other interesting thought experiments as well. As I said, Thomson accepts that the fetus has a right to life only for the sake of the argument. Michael Tooley (1984) uses several interesting thought experiments to argue that the fetus does not have a right to life.

6 The Turing test, devised by Alan Turing, says: If we cannot distinguish between humans and a computer when interacting with them (over a teletype so that we cannot actually see what we are interacting with) then the computer truly can be said to think.

7 Fundamental articles by Locke, Hume, Williams, Parfit, and many others on the topic of personal identity are conveniently reprinted in Perry (1975). This literature is loaded with ingenious and amusing philosophical thought experiments.

8 Igal Kvart (in conversation) suggested making the nomological distinction the basis of legitimacy and stressed that brains-in-a-vat
are nomologically possible while splitting people are not. The idea (but not the example) is the same as Wilkes’s, though she uses the expression ‘theoretical possibility’. Since we’re on the issue, I should also mention that some ethicists have criticized the thought experiments, too, saying that the danger is chiefly in abstracting from considerations that really are morally relevant, namely, social and political context.

9 I have Polly Winsor and Michael Ruse to thank for the biological examples and especially for disabusing me of my belief that biology is impoverished when it comes to thought experiments.

2 THE STRUCTURE OF THOUGHT EXPERIMENTS

1 This taxonomy is based on the one given in my 1986 publication, but there are some small changes introduced here.

2 But not exactly momentum, since Descartes eschewed mass. For him ‘quantity of motion’ would be more like ‘size of matter times speed’. Leibniz didn’t have a clear notion of mass either, though unlike Descartes he was not wedded to a purely kinematic physics.

3 Leibniz’s thought experiment started the so-called *vis viva* controversy. For an account of the history as well as a discussion of historians’ views of that controversy see Laudan (1968) and Papineau (1977).

4 As I mentioned earlier, John Norton (forthcoming) has a fundamental division between deductive and inductive thought experiments. But I don’t think this is where the action is at all.

5 In what immediately follows I owe much to Wilkes (1988), which links natural kind reasoning to thought experiments, and to Harper (1989), which is a suggestive discussion of the relation between inductive inference and natural kinds in general.

6 As I mentioned in the previous note, Wilkes also thinks that natural kinds play an important role in thought experiments. According to her (1988, 12f.) reasoning about natural kinds is what allows thought experiments in physics to be successful. On the other hand, ‘persons’ are not natural kinds, which is in part why personal identity thought experiments are illegitimate. However, ‘person’ seems to me a straightforward natural kind. I much prefer Wilkes’s other objections: we don’t have the relevant background information; the possible world in which people split like an amoeba is too remote from our world for us to make any sensible or plausible claims about it.
3
MATHEMATICAL THINKING

1 I am indebted to Alasdair Urquhart for pointing out the following example and for helpful discussions about it. Of course, this doesn’t mean he would agree with all my claims about it.


3 There is no intention here of adopting a serious observational/theoretical distinction.

4 Kitcher (1983) defeats a priori accounts of mathematics by unfairly identifying a priori knowledge with certain knowledge.

5 Whether Field’s programme is successful is debatable; for a critical discussion see Urquhart (1989).

6 This objection may not be fair since Maddy distinguishes perceptual from inferential knowledge. She writes, ‘I base my case that the belief that there are three eggs is non-inferential on empirical studies that suggest we don’t count, don’t infer, for such small numbers’ (private communication). I am not as confident as she is that we have a sharp distinction, but I will not pursue the issue here. I am grateful to her for this and many other clarifications of her view.

7 Maddy (1980) makes this and several other excellent points in her critique of Chihara (1973).

8 I am grateful to David Savan for telling me of this example.

9 Harman (1973) is one prominent example. Goldman (1967), selections from Harman, and other useful discussions can be found in Pappas and Swain (1978).

4
SEEING THE LAWS OF NATURE

1 Otherwise I could perform the thought experiment now and derive ‘The moon is made of green cheese’.

2 I suspect that the reason that Galileo’s thought experiment works for light/heavy but not for colours is that the former are additive or extensive while the latter are not (i.e., combining two red objects will not make an object twice as red).

3 See McAllister (1989) for an insightful and provocative account of aesthetics in science.

4 The term ‘knowledge’ may be too strong as it implies truth; ‘rational belief might be better since, on my view, what is a priori could be false.

5 Following this one Hume gave two other definitions which he seemed to think were equivalent. They aren’t, but they are in the same regularity spirit: ‘if the first object had not been, the second
never had existed.’ And ‘an object followed by another, and whose appearance always conveys the thought to that other’.

6 In Tooley’s version (1977), which is quite platonic, the universals have a transcendental character. By contrast, Armstrong’s version (1983) is somewhat naturalistic; it does not allow the existence of uninstantiated universals. I have a strong preference for Tooley’s platonism.

7 I am much indebted to Demetra Sfendoni-Mentzou for directing me to Peirce and for providing me with a great deal of information about his views of laws of nature.

8 Real in the sense of being in the final science. Thus, laws are just as real as trees or electrons. On the other hand, nothing is real for Peirce in the sense of so-called metaphysical realism.

9 This claim needs some qualification. Probabilistic evidence is obviously not transitive. The principle stands, however, for the examples at hand.

10 Most Kuhnian theses are disturbing to empiricists, but this one might prove relatively attractive since it tries to solve the problem of how we can learn something new about nature without making any new observations.

11 In the final chapter I attempt to use the abstract entities that figure in my account of thought experiments in a novel interpretation of quantum mechanics. In so far as this interpretation works it is evidence for the reality of the laws of nature which form the core of my realist view, and so it is further evidence for my account of thought experiments over Kuhn’s.

12 I am much indebted here to John Collier’s forthcoming paper, ‘Two Faces of Maxwell’s Demon Reveal the Nature of Irreversibility’.

13 Many physicists are loath to admit that QED is inconsistent; they will claim that the re-normalization problem has been solved. I won’t argue the matter here; but this much should be admitted by all: Prior to the work of Feynman, Schwinger, and Tomanaga in the late 1940s QED was inconsistent. Moreover, classical electrodynamics always was and remains inconsistent. In both cases we have reasoning from inconsistent premisses.

14 Stalnaker has posited an inconsistent world to be the place where contradictions hold. It’s a useful fiction, not unlike a ‘point at infinity’, which makes the sematical machinery run smoothly. However, it’s no help here, since, first, all consistent worlds are closer, and second, every proposition holds there so we can’t tell what the ‘legitimate’ predictions of QED really are.

15 Unlike some logicians with an interest in ‘para-consistent logic’, I do not for a moment believe the world is inconsistent. An inconsistent
theory is certainly false, but it may nevertheless be better than some of its consistent rivals.

To cite another extreme, Paul Feyerabend (1975) makes Galileo out to be a fellow epistemological anarchist. A spectrum of views can be found in the Butts and Pitt collection (1978).

5

EINSTEIN’S BRAND OF VERIFICATIONISM

1 I must sadly confess that I’m increasingly less sure of this.
2 Philipp Frank reports a similar encounter in which Einstein, to Frank’s complete surprise, rejected any sort of positivism (1947, 214f.).
3 I mean H-D to be understood very broadly: a theory is tested by its observable consequences. Thus, Popper, Lakatos, Laudan, and Bayesians are H-D methodologists.
4 Cheryl Misak and I exchanged works in progress and were surprised to find similar formulations of verificationism—I for Einstein; she for C.S. Peirce. I strongly recommend her forthcoming book on the subject, Truth and the Aims of Inquiry (Oxford).
5 Here again I am indebted to Norton (forthcoming) both for the style of the diagram and to a large extent for the analysis of this thought experiment.
6 I am much indebted here to Michael Friedman (1983) which perceptively discusses both Leibniz and Schlick in connection with Einstein.
7 Discussions of the different senses of ‘realism’ can be found in Newton-Smith (1982), Horwich (1982), and Putnam (1983).
8 This brief description is far from doing justice to either Bohr or Kant. Kant, for example, was an ‘empirical realist’ and stressed the independence (in one sense) of the observer from the observed. But ultimately, the properties of the ‘phenomena’ depend on our conceptualization. My analogy between Kantian and Bohrian senses of ‘dependence’ is only a loose one.

6

QUANTUM MECHANICS: A PLATONIC INTERPRETATION

1 For a thorough account of early interpretations of QM (as well as present-day ones) see Jammer (1974).
2 Of course this is quite unfair. Consider the remark a bit of gentle polemics. Many who hold the minimal view (reasonably) feel forced into it by the repeated failures of realistic approaches to QM.
3 The usual reading of the EPR paper sees it as calling for hidden variables. However, some recent commentators have denied this and suggested that a weaker thesis is being asserted. See Fine (1986, 26–39).

4 For an excellent historical survey of these involved issues see Hesse (1961).


6 There are proofs (e.g., Eberhard 1978 and Jordan 1982) that distant correlations can never upset the random nature of quantum events; thus, it would be impossible to send a ‘message’ faster than c.

7 I am much indebted to Harvey Brown for an extensive discussion of this and related issues. Among other things he pointed out some possible problems with standard tachyon thinking which may have a bearing on my argument since algebraically they are very similar. For a review of the relevant tachyon literature see Recami (1986). I also greatly profited from comments by Kent Peacock who made me clarify and correct some important points. I fear this argument will prove to be controversial, and neither Harvey Brown nor Kent Peacock should be understood as endorsing it.
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