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 About This Book 

  Engineering Ethics  is an introductory textbook that explores many of the ethical 
issues that a practicing engineer might encounter in the course of his or her profes-
sional engineering practice. The book contains a discussion of ethical theories, 
develops several ethical problem-solving methods, and contains case studies based 
on real events that illustrate the problems faced by engineers. The case studies also 
show the effects that engineering decisions have on society. 

 WHAT’S NEW IN THIS EDITION  

•   A new section showing how ethical issues are viewed in non-Western societies 
including China, India, and the Middle East.  

•   Codes of Ethics from a professional engineering society outside the United 
States has been added.  

•   The issues brought up by competitive bidding by engineers are discussed.  
•   Case studies have been updated.  
•   Several new case studies including ones on the I-35W bridge collapse in 

Minneapolis, issues related to the recall of Toyota passenger cars, and the earth-
quake damage in Haiti have been added.  

•   Many new and updated problems have been added.  
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1 

  On August 10, 1978, a Ford Pinto was hit from behind on a highway in Indiana. 
The impact of the collision caused the Pinto’s fuel tank to rupture and burst into 

fl ames, leading to the deaths of three teenage girls riding in the car. This was not the 
fi rst time that a Pinto had caught on fi re as a result of a rear-end collision. In the seven 
years following the introduction of the Pinto, there had been some 50 lawsuits related 
to rear-end collisions. However, this time Ford was charged in a criminal court for the 
deaths of the passengers. 

 This case was a signifi cant departure from the norm and had important implica-
tions for the Ford engineers and managers. A civil lawsuit could only result in Ford 
being required to pay damages to the victim’s estates. A criminal proceeding, on the 
other hand, would indicate that Ford was grossly negligent in the deaths of the 
 passengers and could result in jail terms for the Ford engineers or managers who 
worked on the Pinto. 

 The case against Ford hinged on charges that it was known that the gas-tank 
design was fl awed and was not in line with accepted engineering standards, even 
though it did meet applicable federal safety standards at the time. During the trial, it 
was determined that Ford engineers were aware of the dangers of this design, but 
management, concerned with getting the Pinto to market rapidly at a price competi-
tive with subcompact cars already introduced or planned by other manufacturers, had 
constrained the engineers to use this design. 

 After reading this chapter, you 
will be able to 
  •   Know why it is important to 

study engineering ethics  
  •   Understand the distinction 

between professional and 
personal ethics  

  •   See how ethical problem 
solving and engineering 
design are similar.     

     Objectives 

 Introduction 

  C H A P T E R
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 The dilemma faced by the design engineers who worked on the Pinto was to 
balance the safety of the people who would be riding in the car against the need 
to produce the Pinto at a price that would be competitive in the market. They had 
to attempt to balance their duty to the public against their duty to their employer. 
Ultimately, the attempt by Ford to save a few dollars in manufacturing costs led to 
the expenditure of millions of dollars in defending lawsuits and payments to vic-
tims. Of course, there were also uncountable costs in lost sales due to bad public-
ity and a public perception that Ford did not engineer its products to be safe.   

     1.1   BACKGROUND IDEAS 

 The Pinto case is just one example of the ethical problems faced by engineers in the 
course of their professional practice. Ethical cases can go far beyond issues of pub-
lic safety and may involve bribery, fraud, environmental protection, fairness, hon-
esty in research and testing, and confl icts of interest. During their undergraduate 
education, engineers receive training in basic and engineering sciences, problem-
solving methodology, and engineering design, but generally receive little training 
in business practices, safety, and ethics. 

 This problem has been partially corrected, as many engineering education 
programs now have courses in what is called engineering ethics. Indeed, the 
Accreditation Board for Engineering and Technology (ABET), the body responsi-
ble for accrediting undergraduate engineering programs in the United States, has 
mandated that ethics topics be incorporated into undergraduate engineering cur-
ricula. The purpose of this book is to provide a text and a resource for the study of 
engineering ethics and to help future engineers be prepared for confronting and 
resolving ethical dilemmas, such as the design of an unsafe product like the Pinto, 
that they might encounter during their professional careers. 

 A good place to start a discussion of ethics in engineering is with defi nitions of 
ethics and engineering ethics. Ethics is the study of the characteristics of morals. 
Ethics also deals with the moral choices that are made by each person in his or her 
relationship with other persons. As engineers, we are concerned with ethics because 
these defi nitions apply to all of the choices an individual makes in life, including 
those made while practicing engineering. 

 For our purposes, the defi nition of ethics can be narrowed a little. Engineering 
ethics is the rules and standards governing the conduct of engineers in their role as 
professionals. Engineering ethics encompasses the more general defi nition of eth-
ics, but applies it more specifi cally to situations involving engineers in their profes-
sional lives. Thus, engineering ethics is a body of philosophy indicating the ways 
that engineers should conduct themselves in their professional capacity.  

  1.2   WHY STUDY ENGINEERING ETHICS? 

 Why is it important for engineering students to study engineering ethics? Several 
notorious cases that have received a great deal of media attention in the past few 
years have led engineers to gain an increased sense of their professional responsibili-
ties. These cases have led to an awareness of the importance of ethics within the engi-
neering profession as engineers realize how their technical work has far-reaching 
impacts on society. The work of engineers can affect public health and safety and can 
infl uence business practices and even politics. 

 One result of this increase in awareness is that nearly every major corporation 
now has an ethics offi ce that has the responsibility to ensure that employees have 
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the ability to express their concerns about issues such as safety and corporate busi-
ness practices in a way that will yield results and won’t result in retaliation against 
the employees. Ethics offi ces also try to foster an ethical culture that will help to 
head off ethical problems in a corporation before they start. 

 The goal of this book and courses in engineering ethics is to sensitize you to 
important ethical issues before you have to confront them. You will study important 
cases from the past so that you will know what situations other engineers have faced 
and will know what to do when similar situations arise in your professional career. 
Finally, you will learn techniques for analyzing and resolving ethical problems when 
they arise. 

 Our goal is frequently summed up using the term “moral autonomy.” Moral 
autonomy is the ability to think critically and independently about moral issues and 
to apply this moral thinking to situations that arise in the course of professional 
engineering practice. The goal of this book, then, is to foster the moral autonomy 
of future engineers. 

 The question asked at the beginning of this section can also be asked in a 
slightly different way. Why should a future engineer bother studying ethics at all? 
After all, at this point in your life, you’re already either a good person or a bad per-
son. Good people already know the right thing to do, and bad people aren’t going 
to do the right thing no matter how much ethical training they receive. The answer 
to this question lies in the nature of the ethical problems that are often encoun-
tered by an engineer. In most situations, the correct response to an ethical problem 
is very obvious. For example, it is clear that to knowingly equip the Pinto with wheel 
lugs made from substandard, weak steel that is susceptible to breaking is unethical 
and wrong. This action could lead to the loss of a wheel while driving and could 
cause numerous accidents and put many lives at risk. Of course, such a design deci-
sion would also be a commercial disaster for Ford. 

 However, many times, the ethical problems encountered in engineering prac-
tice are very complex and involve confl icting ethical principles. For example, the 
engineers working on the Pinto were presented with a very clear dilemma. Trade-
offs were made so that the Pinto could be successfully marketed at a reasonable 
price. One of these trade-offs involved the placement of the gas tank, which led to 
the accident in Indiana. So, for the Ford engineers and managers, the question 
became the following: Where does an engineering team strike the balance between 
safety and affordability and, simultaneously, between the ability of the company to 
sell the car and make a profi t? 

 These are the types of situations that we will discuss in this book. The goal, 
then, is not to train you to do the right thing when the ethical choice is obvious 
and you already know the right thing to do. Rather, the goal is to train you to ana-
lyze complex problems and learn to resolve these problems in the most ethical 
manner.  

  1.3   ENGINEERING IS MANAGING THE UNKNOWN 

 One source of the ethical issues encountered in the course of engineering practice 
is a lack of knowledge. This is by no means an unusual situation in engineering. 
Engineers often encounter situations in which they don’t have all of the information 
that is needed. By its nature, engineering design is about creating new devices and 
products. When something is new, many questions need to be answered. How well 
does it work? How will it affect people? What changes will this lead to in society? 
How well will this work under all of the conditions that it will be exposed to? Is it 
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safe? If there are some safety concerns, how bad are they? What are the effects of 
doing nothing? The answers to these questions are often only partly known. 

 So, to a large extent, an engineer’s job is to manage the unknown. How does an 
engineer accomplish this? Really, as an engineer you can never be absolutely cer-
tain that your design will never harm anyone or cause detrimental changes to soci-
ety. But you must test your design as thoroughly as time and resources permit to 
ensure that it operates safely and as planned. Also, you must use your creativity to 
attempt to foresee the possible consequences of your work.  

  1.4   PERSONAL VS. PROFESSIONAL ETHICS 

 In discussing engineering ethics, it is important to make a distinction between per-
sonal ethics and professional, or business, ethics, although there isn’t always a clear 
boundary between the two. Personal ethics deals with how we treat others in our 
day-to-day lives. Many of these principles are applicable to ethical situations that 
occur in business and engineering. However, professional ethics often involves 
choices on an organizational level rather than a personal level. Many of the prob-
lems will seem different because they involve relationships between two corpora-
tions, between a corporation and the government, or between corporations and 
groups of individuals. Frequently, these types of relationships pose problems that 
are not encountered in personal ethics.  

  1.5   THE ORIGINS OF ETHICAL THOUGHT 

 Before proceeding, it is important to acknowledge in a general way the origins of 
the ethical philosophies that we will be discussing in this book. The Western ethical 
thought that is discussed here originated in the philosophy of the ancient Greeks 
and their predecessors. It has been developed through subsequent centuries by 
many thinkers in the Judeo–Christian tradition. Interestingly, non-Western cultures 
have independently developed similar ethical principles. 

 Although for many individuals, personal ethics are rooted in religious beliefs, 
this is not true for everyone. Certainly, there are many ethical people who are not 
religious, and there are numerous examples of people who appear to be religious 
but who are not ethical. So while the ethical principles that we will discuss come to 
us fi ltered through a religious tradition, these principles are now cultural norms in 
the West, and as such, they are widely accepted regardless of their origin. We won’t 
need to refer explicitly to religion in order to discuss ethics in the engineering 
 profession.  

  1.6   ETHICS AND THE LAW 

 We should also mention the role of law in engineering ethics. The practice of engi-
neering is governed by many laws on the international, federal, state, and local lev-
els. Many of these laws are based on ethical principles, although many are purely of 
a practical, rather than a philosophical, nature. 

 There is also a distinction between what is legal and what is ethical. Many things 
that are legal could be considered unethical. For example, designing a process that 
releases a known toxic, but unregulated, substance into the environment is proba-
bly unethical, although it is legal. 
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 Conversely, just because something is illegal doesn’t mean that it is unethical. 
For example, there might be substances that were once thought to be harmful, but 
have now been shown to be safe, that you wish to incorporate into a product. If the 
law has not caught up with the latest scientifi c fi ndings, it might be illegal to release 
these substances into the environment, even though there is no ethical problem in 
doing so. 

 As an engineer, you are always minimally safe if you follow the requirements of 
the applicable laws. But in engineering ethics, we seek to go beyond the dictates of 
the law. Our interest is in areas where ethical principles confl ict  and  there is no 
legal guidance for how to resolve the confl ict.  

  1.7   ETHICS PROBLEMS ARE LIKE DESIGN PROBLEMS 

 At fi rst, many engineering students fi nd the types of problems and discussions that 
take place in an engineering ethics class a little alien. The problems are more open 
ended and are not as susceptible to formulaic answers as are problems typically 
assigned in other engineering classes. Ethics problems rarely have a correct answer 
that will be arrived at by everyone in the class. Surprisingly, however, the types of 
problem-solving techniques that we will use in this book and the nature of the 
answers that result bear a striking resemblance to the most fundamental engineer-
ing activity: engineering design. 

 The essence of engineering practice is the design of products, structures, and 
processes. The design problem is stated in terms of specifi cations: A device must be 
designed that meets criteria for performance, aesthetics, and price. Within the 
limits of these specifi cations, there are many correct solutions. There will, of 
course, be some solutions that are better than others in terms of higher perfor-
mance or lower cost. Frequently, there will be two (or more) designs that are very 
different, yet perform identically. For example, competing automobile manufac-
turers may design a car to meet the same market niche, yet each manufacturer’s 
solution to the problem will be somewhat different. In fact, we will see later that 
although the Pinto was susceptible to explosion after rear-end impact, other simi-
lar subcompact automobiles were not. In engineering design, there is no unique 
correct answer! 

 Ethical problem solving shares these attributes with engineering design. 
Although there will be no unique correct solution to most of the problems we will 
examine, there will be a range of solutions that are clearly right, some of which are 
better than others. There will also be a range of solutions that are clearly wrong. 
There are other similarities between engineering ethics and engineering design. 
Both apply a large body of knowledge to the solution of a problem, and both 
involve the use of analytical skills. So, although the nature of the solutions to the 
problems in ethics will be different from those in most engineering classes, 
approaches to the problems and the ultimate solution will be very similar to those 
in engineering practice.  

  1.8   CASE STUDIES 

 Before starting to learn the theoretical ideas regarding engineering ethics and 
before looking at some interesting real-life cases that will illustrate these ideas, 
let’s begin by looking at a very well-known engineering ethics case: the space 
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 shuttle  Challenger  accident. This case is presented in depth at the end of this chap-
ter, but at this point we will look at a brief synopsis of the case to further illustrate 
the types of ethical issues and questions that arise in the course of engineering 
practice. 

 Many readers are already familiar with some aspects of this case. The space 
shuttle  Challenger  was launched in extremely cold weather. During the launch, an 
O-ring on one of the solid-propellant boosters, made more brittle by the cold, 
failed. This failure led to an explosion soon after liftoff. Engineers who had designed 
this booster had concerns about launching under these cold conditions and recom-
mended that the launch be delayed, but they were overruled by their management 
(some of whom were trained as engineers), who didn’t feel that there were enough 
data to support a delay in the launch. The shuttle was launched, resulting in the 
well-documented accident. 

 On the surface, there appear to be no engineering ethical issues here to dis-
cuss. Rather, it seems to simply be an accident. The engineers properly recom-
mended that there be no launch, but they were overruled by management. In the 
strictest sense, this can be considered an accident—no one wanted the  Challenger  to 
explode—but there are still many interesting questions that should be asked. When 
there are safety concerns, what is the engineer’s responsibility before the launch 
decision is made? After the launch decision is made, but before the actual launch, 
what duty does the engineer have? If the decision doesn’t go the engineer’s way, 
should she complain to upper management? Or should she bring the problem to 
the attention of the press? After the accident has occurred, what are the duties and 
responsibilities of the engineers? If the launch were successful, but the  postmortem  
showed that the O-ring had failed and an accident had very nearly occurred, what 
would be the engineer’s responsibility? Even if an engineer moves into manage-
ment, should he separate engineering from management decisions? 

 These types of questions will be the subject of this book. As an engineer, you will 
need to be familiar with ideas about the nature of the engineering profession, ethi-
cal theories, and the application of these theories to situations that are likely to occur 
in professional practice. Looking at other real-life cases taken from newspaper 
accounts and books will help you examine what engineers should do when con-
fronted with ethically troubling situations. Many cases will be  postmortem  examina-
tions of disasters, while others may involve an analysis of situations in which disaster 
was averted when many of the individuals involved made ethically sound choices and 
cooperated to solve a problem. 

 A word of warning is necessary: The cliché “Hind-sight is 20/20” will seem very 
true in engineering ethics case studies. When studying a case several years after the 
fact and knowing the ultimate outcome, it is easy to see what the right decision 
should have been. Obviously, had the National Aeronautics and Space 
Administration (NASA) owned a crystal ball and been able to predict the future, 
the  Challenger  would never have been launched. Had Ford known the number of 
people who would be killed as a result of gas-tank failures in the Pinto and the sub-
sequent fi nancial losses in lawsuits and criminal cases, it would have found a better 
solution to the problem of gas-tank placement. However, we rarely have such clear 
predictive abilities and must base decisions on our best guess of what the outcome 
will be. It will be important in studying the cases presented here to try to look at 
them from the point of view of the individuals who were involved at the time, using 
their best judgment about how to proceed, and not to judge the cases solely based 
on the outcome. 
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 THE SPACE SHUTTLE  CHALLENGER  AND  COLUMBIA  ACCIDENTS 

  The NASA Space Shuttle Disasters 

 The space shuttle is one of the most complex engineered systems ever built. The 
challenge of lifting a space vehicle from earth into orbit and have it safely return to 
earth presents many engineering problems. Not surprisingly, there have been sev-
eral accidents in the U.S. space program since its inception, including two failures 
of the space shuttle. The disasters involving the space shuttles  Challenger  and 
 Columbia  illustrate many of the issues related to engineering ethics as shown in the 
following discussion. The space shuttle originally went into service in the early 
1980s and is set to be retired sometime in 2011 or 2012.  

  The Space Shuttle  Challenger  Disaster 

 The explosion of the space shuttle  Challenger  is perhaps the most widely written 
about case in engineering ethics because of the extensive media coverage at the 
time of the accident and also because of the many available government reports and 
transcripts of congressional hearings regarding the explosion. The case illustrates 
many important ethical issues that engineers face: What is the proper role of the 
engineer when safety issues are a concern? Who should have the ultimate decision-
making authority to order a launch? Should the ordering of a launch be an engi-
neering or a managerial decision? This case has already been presented briefl y, and 
we will now take a more in-depth look.  

  Background 

 The space shuttle was designed to be a reusable launch vehicle. The vehicle consists 
of an orbiter, which looks much like a medium-sized airliner (minus the engines!), 
two solid-propellant boosters, and a single liquid-propellant booster. At takeoff, all 
of the boosters are ignited and lift the orbiter out of the earth’s atmosphere. The 
solid rocket boosters are only used early in the fl ight and are jettisoned soon after 
takeoff, parachute back to earth, and are recovered from the ocean. They are sub-
sequently repacked with fuel and are reused. The liquid-propellant booster is used 
to fi nish lifting the shuttle into orbit, at which point the booster is jettisoned and 
burns up during reentry. The liquid booster is the only part of the shuttle vehicle 
that is not reusable. After completion of the mission, the orbiter uses its limited 
thrust capabilities to reenter the atmosphere and glides to a landing. 

 The accident on January 28, 1986, was blamed on a failure of one of the solid 
rocket boosters. Solid rocket boosters have the advantage that they deliver far more 
thrust per pound of fuel than do their liquid-fueled counterparts, but have the dis-
advantage that once the fuel is lit, there is no way to turn the booster off or even to 
control the amount of thrust produced. In contrast, a liquid-fuel rocket can be con-
trolled by throttling the supply of fuel to the combustion chamber or can be shut 
off by stopping the fl ow of fuel entirely. 

 In 1974, NASA awarded the contract to design and build the solid rocket boost-
ers for the shuttle to Morton Thiokol. The design that was submitted by Thiokol 
was a scaled-up version of the Titan missile, which had been used successfully for 
many years to launch satellites. This design was accepted by NASA in 1976. The 
solid rocket consists of several cylindrical pieces that are fi lled with solid propellant 
and stacked one on top of the other to form the completed booster. The assembly 
of the propellant-fi lled cylinders was performed at Thiokol’s plant in Utah. The 
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cylinders were then shipped to the Kennedy Space Center in Florida for assembly 
into a completed booster. 

 A key aspect of the booster design are the joints where the individual cylinders 
come together, known as the fi eld joints, illustrated schematically in  Figure   1.1a   . 
These are tang and clevis joints, fastened with 177 clevis pins. The joints are sealed 
by two O-rings, a primary and a secondary. The O-rings are designed to prevent hot 
gases from the combustion of the solid propellant from escaping. The O-rings are 
made from a type of synthetic rubber and so are not particularly heat resistant. To 
prevent the hot gases from damaging the O-rings, a heat-resistant putty is placed in 
the joint. The Titan booster had only one O-ring in the fi eld joint. The second 
O-ring was added to the booster for the shuttle to provide an extra margin of safety 
since, unlike the Titan, this booster would be used for a manned space craft.   

  Early Problems with the Solid Rocket Boosters 

 Problems with the fi eld-joint design had been recognized long before the launch of 
the  Challenger.  When the rocket is ignited, the internal pressure causes the booster 
wall to expand outward, putting pressure on the fi eld joint. This pressure causes the 
joint to open slightly, a process called “joint rotation,” illustrated in  Figure   1.1b   . 
The joint was designed so that the internal pressure pushes on the putty, displacing 
the primary O-ring into this gap, helping to seal it. During testing of the boosters in 
1977, Thiokol became aware that this joint-rotation problem was more severe than 
on the Titan and discussed it with NASA. Design changes were made, including an 
increase in the thickness of the O-ring, to try to control this problem. 

 Further testing revealed problems with the secondary seal, and more changes 
were initiated to correct that problem. In November of 1981, after the second shut-
tle fl ight, a postlaunch examination of the booster fi eld joints indicated that the 

  Figure 1.1 
        (a) A schematic drawing of a tang and clevis joint like the one on the  Challenger  solid 
rocket boosters. 
 (b) The same joint as in  Figure   1.1a   , but with the effects of joint rotation exaggerated. 
Note that the O-rings no longer seal the joint.  
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O-rings were being eroded by hot gases during the launch. Although there was no 
failure of the joint, there was some concern about this situation, and Thiokol looked 
into the use of different types of putty and alternative methods for applying it to 
solve the problem. Despite these efforts, approximately half of the shuttle fl ights 
before the  Challenger  accident had experienced some degree of O-ring erosion. Of 
course, this type of testing and redesign is not unusual in engineering. Seldom do 
things work correctly the fi rst time, and modifi cations to the original design are 
often required. 

 It should be pointed out that erosion of the O-rings is not necessarily a bad 
thing. Since the solid rocket boosters are only used for the fi rst few minutes of the 
fl ight, it might be perfectly acceptable to design a joint in which O-rings erode in a 
controlled manner. As long as the O-rings don’t completely burn through before 
the solid boosters run out of fuel and are jettisoned, this design should be fi ne. 
However, this was not the way the space shuttle was designed, and O-ring erosion 
was one of the problems that the Thiokol engineers were addressing. 

 The fi rst documented joint failure came after the launch on January 24, 1985, 
which occurred during very cold weather. The postfl ight examination of the boost-
ers revealed black soot and grease on the outside of the booster, which indicated 
that hot gases from the booster had blown by the O-ring seals. This observation 
gave rise to concern about the resiliency of the O-ring materials at reduced tem-
peratures. Thiokol performed tests of the ability of the O-rings to compress to fi ll 
the joints and found that they were inadequate. In July of 1985, Thiokol engineers 
redesigned the fi eld joints without O-rings. Instead, they used steel billets, which 
should have been better able to withstand the hot gases. Unfortunately, the new 
design was not ready in time for the  Challenger  fl ight in early 1986 [ Elliot et al., 
1990 ].  

  The Political Climate 

 To fully understand and analyze the decision making that took place leading to the 
fatal launch, it is important also to discuss the political environment under which 
NASA was operating at that time. NASA’s budget was determined by Congress, 
which was becoming increasingly unhappy with delays in the shuttle project and 
shuttle performance. NASA had billed the shuttle as a reliable, inexpensive launch 
vehicle for a variety of scientifi c and commercial purposes, including the launching 
of commercial and military satellites. It had been promised that the shuttle would 
be capable of frequent fl ights (several per year) and quick turnarounds and would 
be competitively priced with more traditional nonreusable launch vehicles. NASA 
was feeling some urgency in the program because the European Space Agency was 
developing what seemed to be a cheaper alternative to the shuttle, which could 
potentially put the shuttle out of business. 

 These pressures led NASA to schedule a record number of missions for 1986 to 
prove to Congress that the program was on track. Launching a mission was espe-
cially important in January 1986, since the previous mission had been delayed 
numerous times by both weather and mechanical failures. NASA also felt pressure 
to get the  Challenger  launched on time so that the next shuttle launch, which was to 
carry a probe to examine Halley’s comet, would be launched before a Russian 
probe designed to do the same thing. There was additional political pressure to 
launch the  Challenger  before the upcoming state-of-the-union address, in which 
President Reagan hoped to mention the shuttle and a special astronaut—the fi rst 
teacher in space, Christa McAuliffe—in the context of his comments on education.  
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  The Days Before the Launch 

 Even before the accident, the  Challenger  launch didn’t go off without a hitch, as 
NASA had hoped. The fi rst launch date had to be abandoned due to a cold front 
expected to move through the area. The front stalled, and the launch could have 
taken place on schedule. But the launch had already been postponed in deference 
to Vice President George Bush, who was to attend. NASA didn’t want to antagonize 
Bush, a strong NASA supporter, by postponing the launch due to inclement weather 
after he had arrived. The launch of the shuttle was further delayed by a defective 
microswitch in the hatch-locking mechanism. When this problem was resolved, the 
front had changed course and was now moving through the area. The front was 
expected to bring extremely cold weather to the launch site, with temperatures 
predicted to be in the low 20’s (°F) by the new launch time. 

 Given the expected cold temperatures, NASA checked with all of the shuttle 
contractors to determine if they foresaw any problems with launching the shuttle in 
cold temperatures. Alan McDonald, the director of Thiokol’s Solid Rocket Motor 
Project, was concerned about the cold weather problems that had been experi-
enced with the solid rocket boosters. The evening before the rescheduled launch, a 
teleconference was arranged between engineers and management from the 
Kennedy Space Center, NASA’s Marshall Space Flight Center in Huntsville, 
Alabama, and Thiokol in Utah to discuss the possible effects of cold temperatures 
on the performance of the solid rocket boosters. During this teleconference, Roger 
Boisjoly and Arnie Thompson, two Thiokol engineers who had worked on the solid-
propellant booster design, gave an hour-long presentation on how the cold weather 
would increase the problems of joint rotation and sealing of the joint by the O-rings.    

 The engineers’ point was that the lowest temperature at which the shuttle had 
previously been launched was 53°F, on January 24, 1985, when there was blow-by of 
the O-rings. The O-ring temperature at  Challenger’s  expected launch time the fol-
lowing morning was predicted to be 29°F, far below the temperature at which NASA 
had previous experience. After the engineers’ presentation, Bob Lund, the vice 
president for engineering at Morton Thiokol, presented his recommendations. He 
reasoned that since there had previously been severe O-ring erosion at 53°F and the 
launch would take place at signifi cantly below this temperature where no data and 
no experience were available, NASA should delay the launch until the O-ring tem-
perature could be at least 53°F. Interestingly, in the original design, it was specifi ed 
that the booster should operate properly down to an outside temperature of 31°F. 

 Larry Mulloy, the Solid Rocket Booster Project manager at Marshall and a NASA 
employee, correctly pointed out that the data were inconclusive and disagreed with 
the Thiokol engineers. After some discussion, Mulloy asked Joe Kilminster, an engi-
neering manager working on the project, for his opinion. Kilminster backed up the 
recommendation of his fellow engineers. Others from Marshall expressed their 
disagreement with the Thiokol engineers’ recommendation, which prompted 
Kilminster to ask to take the discussion off line for a few minutes. Boisjoly and other 
engineers reiterated to their management that the original decision not to launch 
was the correct one. 

 A key fact that ultimately swayed the decision was that in the available data, 
there seemed to be no correlation between temperature and the degree to which 
blow-by gasses had eroded the O-rings in previous launches. Thus, it could be con-
cluded that there was really no trend in the data indicating that a launch at the 
expected temperature would necessarily be unsafe. After much discussion, Jerald 
Mason, a senior manager with Thiokol, turned to Lund and said, “Take off your 
engineering hat and put on your management hat,” a phrase that has become 
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famous in engineering ethics discussions. Lund reversed his previous decision and 
recommended that the launch proceed. The new recommendation included an 
indication that there was a safety concern due to the cold weather, but that the data 
were inconclusive and the launch was recommended. McDonald, who was in 
Florida, was surprised by this recommendation and attempted to convince NASA to 
delay the launch, but to no avail.  

  The Launch 

 Contrary to the weather predictions, the overnight temperature was 8°F, colder 
than the shuttle had ever experienced before. In fact, there was a signifi cant accu-
mulation of ice on the launchpad from safety showers and fi re hoses that had been 
left on to prevent the pipes from freezing. It has been estimated that the aft fi eld 
joint of the right-hand booster was at 28°F. 

 NASA routinely documents as many aspects of launches as possible. One part of 
this monitoring is the extensive use of cameras focused on critical areas of the 
launch vehicle. One of these cameras, looking at the right booster, recorded puffs 
of smoke coming from the aft fi eld joint immediately after the boosters were ignited. 
This smoke is thought to have been caused by the steel cylinder of this segment of 
the booster expanding outward and causing the fi eld joint to rotate. But, due to the 
extremely cold temperature, the O-ring didn’t seat properly. The heat-resistant 
putty was also so cold that it didn’t protect the O-rings, and hot gases burned past 
both O-rings. It was later determined that this blow-by occurred over 70º of arc 
around the O-rings. 

 Very quickly, the fi eld joint was sealed again by byproducts of the solid rocket-
propellant combustion, which formed a glassy oxide on the joint. This oxide 

 Table 1.1   Space Shuttle  Challenger  Accident: Who’s Who 

    Organizations 

 NASA  The National Aeronautics and Space Administration, responsible 
for space exploration. The space shuttle is one of NASA’s 
programs  

     
 Marshall Space Flight Center  A NASA facility that was in charge of the solid rocket booster 

development for the shuttle 
      
 Morton Thiokol  A private company that won the contract from NASA for building 

the solid rocket boosters for the shuttle 
     
     People  

  NASA  

 Larry Mulloy  Solid Rocket Booster Project manager at Marshall 

  Morton Thiokol  

 Roger Boisjoly
Arnie Johnson 

 Engineers who worked on the Solid Rocket Booster Development 
Program 

 Joe Kilminster  Engineering manager on the Solid Rocket Booster Development 
Program 

 Alan McDonald  Director of the Solid Rocket Booster Project 

 Bob Lund  Vice president for engineering 

 Jerald Mason  General manager 
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 formation might have averted the disaster had it not been for a very strong wind 
shear that the shuttle encountered almost one minute into the fl ight. The oxides 
that were temporarily sealing the fi eld joint were shattered by the stresses caused by 
the wind shear. The joint was now opened again, and hot gases escaped from the 
solid booster. Since the booster was attached to the large liquid-fuel booster, the 
fl ames from the solid-fuel booster blow-by quickly burned through the external 
tank. The liquid propellant was ignited and the shuttle exploded.  

  The Aftermath 

 As a result of the explosion, the shuttle program was grounded as a thorough review 
of shuttle safety was conducted. Thiokol formed a failure-investigation team on 
January 31, 1986, which included Roger Boisjoly. There were also many investiga-
tions into the cause of the accident, both by the contractors involved (including 
Thiokol) and by various government bodies. As part of the governmental investiga-
tion, President Reagan appointed a blue-ribbon commission, known as the Rogers 
Commission, after its chair. The commission consisted of distinguished scientists 
and engineers who were asked to look into the cause of the accident and to recom-
mend changes in the shuttle program. 

 One of the commission members was Richard Feynman, a Nobel Prize winner 
in physics, who ably demonstrated to the country what had gone wrong. In a dem-
onstration that was repeatedly shown on national news programs, he demonstrated 
the problem with the O-rings by taking a sample of the O-ring material and bend-
ing it. The fl exibility of the material at room temperature was evident. He then 
immersed it in ice water. When Feynman again bent the O-ring, it was obvious that 
the resiliency of the material was severely reduced, a very clear demonstration of 
what happened to the O-rings on the cold launch date in Florida.    

 As part of the commission hearings, Boisjoly and other Thiokol engineers were 
asked to testify. Boisjoly handed over to the commission copies of internal Thiokol 
memos and reports detailing the design process and the problems that had already 
been encountered. Naturally, Thiokol was trying to put the best possible spin on the 
situation, and Boisjoly’s actions hurt this effort. According to Boisjoly, after this 
action he was isolated within the company, his responsibilities for the redesign of 
the joint were taken away, and he was subtly harassed by Thiokol management 
[ Boisjoly, 1991 , and  Boisjoly, Curtis, and Mellicam, 1989 ]. 

 Eventually, the atmosphere became intolerable for Boisjoly, and he took 
extended sick leave from his position at Thiokol. The joint was redesigned, and the 
shuttle has since fl own numerous successful missions. However, the ambitious 
launch schedule originally intended by NASA was never met. It was reported in 
2001 that NASA has spent $5 million to study the possibility of installing some type 
of escape system to protect the shuttle crew in the event of an accident. Possibilities 
include ejection seats or an escape capsule that would work during the fi rst three 
minutes of fl ight. These features were incorporated into earlier manned space 
vehicles and in fact were in place on the shuttle until 1982. Whether such a system 
would have saved the astronauts aboard the  Challenger  is unknown, and ultimately 
an escape system was never incorporated into the space shuttle.  

  The Space Shuttle  Columbia  Failure 

 During the early morning hours of February 1, 2003, many people across the 
Southwestern United States awoke to a loud noise, sounding like the boom associ-
ated with supersonic aircraft. This was the space shuttle  Columbia  breaking up during 
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reentry to the earth’s atmosphere. This accident was the second loss of a space shut-
tle in 113 fl ights—all seven astronauts aboard the  Columbia  were killed—and pieces 
of the shuttle were scattered over a wide area of eastern Texas and western Louisiana. 
Over 84,000 individual pieces were eventually recovered, comprising only about 
38% of the shuttle. 

 This was the 28th mission fl own by the  Columbia,  a 16-day mission involving 
many tasks. The fi rst indication of trouble during reentry came when temperature 
sensors near the left wheel well indicated a rise in temperature. Soon, hydraulic 
lines on the left side of the craft began to fail, making it diffi cult to keep control of 
the vehicle. Finally, it was impossible for the pilots to maintain the proper position-
ing of the shuttle during reentry—the  Columbia  went out of control and broke up. 

 The bottom of the space shuttle is covered with ceramic tiles designed to dissi-
pate the intense heat generated during reentry from space. The destruction of the 
 Columbia  was attributed to damage to tiles on the leading edge of the left wing. 
During liftoff, a piece of insulating foam on the external fuel tank dislodged and 

         Explosion of the space shuttle  Challenger  soon after liftoff in January 1986. NASA/
Johnson Space Center  
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struck the shuttle. It was estimated that this foam struck the shuttle wing at over 
500 miles per hour, causing signifi cant damage to the tiles on the wing over an area 
of approximately    650 cm2.    With the integrity of these tiles compromised, the wing 
structure was susceptible to extreme heating during reentry and ultimately failed. 

 Shuttle launches are closely observed by numerous video cameras. During this 
launch, the foam separation and strike had been observed. Much thought was given 
during  Columbia ’s mission to attempting to determine whether signifi cant damage 
had occurred. For example, there was some discussion of trying to use ground-
based telescopes to look at the bottom of the shuttle while in orbit. Unfortunately, 
even if it had been possible to observe the damage, there would have been no way 
to repair the damage in space. The only alternatives would have been to attempt to 
launch another shuttle on a dangerous rescue mission, or attempt to get the astro-
nauts to the space station in the hopes of launching a later rescue mission to bring 
them back to earth. In the end, NASA decided that the damage from the foam 
strike had probably not been signifi cant and decided to continue with the mission 
and reentry as planned. 

 This was not the fi rst time that foam had detached from the fuel tank during 
launch, and it was not the fi rst time that foam had struck the shuttle. Apparently 
numerous small pieces of foam hit the shuttle during every launch, and on at least 
seven occasions previous to the  Columbia  launch, large pieces of foam had detached 
and hit the shuttle. Solutions to the problem had been proposed over the years, but 
none had been implemented. Although NASA engineers initially identifi ed foam 
strikes as a major safety concern for the shuttle, after many launches with no safety 
problems due to the foam, NASA management became complacent and overlooked 
the potential for foam to cause major problems. In essence, the prevailing attitude 
suggested that if there had been numerous launches with foam strikes before, with 
none leading to major accidents, then it must be safe to continue launches without 
fi xing the problem. 

 In the aftermath of this mishap, an investigative panel was formed to deter-
mine the cause of the accident and to make recommendations for the future of 
the shuttle program. The report of this panel contained information on their fi nd-
ings regarding the physical causes of the accident: the detachment of the foam, 
the damage to the tiles, and the subsequent failure of critical components of the 
shuttle. More signifi cantly, the report also went into great depth on the cultural 
issues within NASA that led to the accident. The report cited a “broken safety cul-
ture” within NASA. Perhaps most damning was the assessment that many of the 
problems that existed within NASA that led to the  Challenger  accident sixteen years 
earlier had not been fi xed. Especially worrisome was the fi nding that schedule 
pressures had been allowed to supercede good engineering judgment. An acci-
dent such as the  Challenger  explosion should have led to a major change in the 
safety and ethics culture within NASA. But sadly for the crew of the  Columbia,  it 
had not. 

 After the  Columbia  accident, the space shuttle was once again grounded until 
safety concerns related to foam strikes could be addressed. By 2005, NASA was con-
fi dent that steps had been taken to make the launch of the shuttle safe and once 
again restarted the launch program. In July of 2005,  Discovery  was launched. During 
this launch, another foam strike occurred. This time, NASA was prepared and had 
planned for means to photographically assess the potential damage to the heat 
shield, and also planned to allow astronauts to make a space walk to assess the dam-
age to the tiles and to make repairs as necessary. The damage from this strike was 
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repaired in space and the shuttle returned to earth safely. Despite the success of the 
in-orbit repairs, NASA again grounded the shuttle fl eet until a redesign of the foam 
could be implemented. The redesign called for removal of foam from areas where 
foam detachment could have the greatest impact on tiles. The shuttle resumed 
fl ight with a successful launch in September of 2006 and no further major accidents 
through early 2011.     

     SUMMARY 

 Engineering ethics is the study of moral decisions that must be made by engineers 
in the course of engineering practice. It is important for engineering students to 
study ethics so that they will be prepared to respond appropriately to ethical chal-
lenges during their careers. Often, the correct answer to an ethical problem will not 
be obvious and will require some analysis using ethical theories. The types of prob-
lems that we will encounter in studying engineering ethics are very similar to the 
design problems that engineers work on every day. As in design, there will not be a 
single correct answer. Rather, engineering ethics problems will have multiple cor-
rect solutions, with some solutions being better than others.  
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  PROBLEMS 

   1.1    How different are personal ethics and professional ethics? Have you found 
this  difference to be signifi cant in your experience?   

   1.2    What are the roots of your personal ethics? Discuss this question with a friend 
and compare your answers.   

   1.3    Engineering design generally involves fi ve steps: developing a statement of 
the  problem and/or a set of specifi cations, gathering information pertinent 
to the problem, designing several alternatives that meet the specifi cations, 
analyzing the alternatives and selecting the best one, and testing and imple-
menting the best design. How is ethical problem solving like this?   

  SPACE SHUTTLE  CHALLENGER   

   1.4    The astronauts on the  Challenger  mission were aware of the dangerous nature 
of riding a complex machine such as the space shuttle into space, so they can 
be thought of as having given informed consent to participating in a danger-
ous enterprise. What role did informed consent play in this case? Do you think 
that the astronauts had enough information to give informed consent to 
launch the shuttle that day?   

   1.5    Can an engineer who has become a manager truly ever take off her engineer’s 
hat? Should she?   

   1.6    Some say that the shuttle was really designed by Congress rather than NASA. 
What does this statement mean? What are the ramifi cations for engineers if 
this is true?   

   1.7    Aboard the shuttle for this fl ight was the fi rst teacher in space. Should civilians 
be allowed on what is basically an experimental launch vehicle? At the time, 
many felt that the placement of a teacher on the shuttle was for purely political 
purposes. President Reagan was thought by many to be doing nothing while 
the American educational system decayed. Cynics felt that the teacher-in-space 
idea was cooked up as a method of diverting attention from this problem and 
was to be seen as Reagan doing something for education while he really wasn’t 
doing anything. What are the ethical implications if this scenario is true?   

   1.8    Should a launch have been allowed when there were no test data for the 
expected conditions? Keep in mind that it is probably impossible to test for all 
possible operating conditions. More generally, should a product be released 
for use even when it hasn’t been tested over all expected operational condi-
tions? When the data are inconclusive, which way should the decision go?   

   1.9    During the aftermath of the accident, Thiokol and NASA investigated possi-
ble causes of the explosion. Boisjoly accused Thiokol and NASA of intention-
ally downplaying the problems with the O-rings while looking for other 
causes of the accident. If true, what are the ethical implications of this type of 
investigation?   

  1.10    It might be assumed that the management decision to launch was prompted in 
part by concerns for the health of the company and the space program as a 
whole. Given the political climate at the time of the launch, if problems and 
delays continued, ultimately Thiokol might have lost NASA contracts, or NASA 
budgets might have been severely reduced. Clearly, this scenario could have 
led to the loss of many jobs at Thiokol and NASA. How might these considera-
tions ethically be factored into the decision?   
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  1.11    Engineering codes of ethics require engineers to protect the safety and health 
of the public in the course of their duties. Do the astronauts count as “the 
public” in this context? How about test pilots of new airplane designs?   

  1.12    What should NASA management have done differently? What should Thiokol 
management have done differently?   

  1.13    What else could Boisjoly and the other engineers at Thiokol have done to 
prevent the launch from occurring?   

  SPACE SHUTTLE  COLUMBIA   

  1.14    The  Columbia  tragedy was attributed to a foam strike on the shuttle wing. This 
sort of strike had occurred often in previous fl ights. What role do you think 
complacency of NASA engineers and managers played in this story?   

  1.15    Some people believe that the shuttle should have been better engineered for 
crew safety, including provisions for repair of the shuttle during the mission, 
escape of the crew when problems occur during launch, or having a backup 
shuttle ready to launch for rescue missions. What are some reasons why NASA 
would not have planned this when the shuttle was designed?   

  1.16    The space shuttle is an extremely complex engineered system. The more com-
plex a system, the harder it is to make safe especially in a harsh environment 
such as outer space. Do you think that two accidents in 113 fl ights is an accept-
able level of risk for an experimental system such as the shuttle?      



  C H A P T E R

 Professionalism and 
Codes of Ethics         2 

 After reading this chapter, you 
will be able to 
  •   Determine whether 

 engineering is a 
profession  

  •   Understand what codes of 
ethics are, and  

  •   Examine some codes of 
ethics of professional 
 engineering societies.     

         Objectives 

  Late in 1994, reports began to appear in the news media that the latest generation 
of Pentium ®  microprocessors, the heart and soul of personal computers, was 

fl awed. These reports appeared not only in trade journals and magazines aimed at 
computer specialists, but also in  The New York Times  and other daily newspapers. The 
stories reported that computers equipped with these chips were unable to correctly 
perform some relatively simple multiplication and division operations. 

 At fi rst, Intel, the manufacturer of the Pentium microprocessor, denied that 
there was a problem. Later, it argued that although there was a problem, the error 
would be signifi cant only in sophisticated applications, and most people wouldn’t 
even notice that an error had occurred. It was also reported that Intel had been 
aware of the problem and already was working to fi x it. As a result of this publicity, 
many people who had purchased Pentium-based computers asked to have the defec-
tive chip replaced. Until the public outcry had reached huge proportions, Intel 
refused to replace the chips. Finally, when it was clear that this situation was a public-
relations disaster for them, Intel agreed to replace the defective chips when custom-
ers requested it. 

 Did Intel do anything unethical? To answer this question, we will need to 
develop a framework for understanding ethical problems. One part of this frame-
work will be the codes of ethics that have been established by professional engi-
neering organizations. These codes help guide engineers in the course of their 
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professional duties and give them insight into ethical problems such as the one 
just described. The engineering codes of ethics hold that engineers should not 
make false claims or represent a product to be something that it is not. In some 
ways, the Pentium case might seem to simply be a public-relations problem. But, 
looking at the problem with a code of ethics will indicate that there is more to 
this situation than simple PR, especially since the chip did not operate in the way 
that Intel claimed it did. 

 In this chapter, the nature of professions will be examined with the goal of 
determining whether engineering is a profession. Two representative engineering 
codes of ethics will be looked at in detail. At the end of this chapter, the Pentium 
case is presented in more detail along with two other cases, and codes of ethics are 
applied to analyze what the engineers in these cases should have done.   

     2.1   INTRODUCTION 

 When confronted by an ethical problem, what resources are available to an engi-
neer to help fi nd a solution? One of the hallmarks of modern professions are codes 
of ethics promulgated by various professional societies. These codes serve to guide 
practitioners of the profession in making decisions about how to conduct them-
selves and how to resolve ethical issues that might confront them. Are codes of eth-
ics applicable to engineering? To answer this question, we must fi rst consider what 
professions are and how they function, and decide if this defi nition applies to engi-
neering. Then we will examine codes of ethics in general and look specifi cally at 
some of the codes of engineering professional societies.  

  2.2   IS ENGINEERING A PROFESSION? 

 In order to determine whether engineering is a profession, the nature of profes-
sions must fi rst be examined. As a starting point, it will be valuable to distinguish 
the word “profession” from other words that are sometimes used synonymously with 
“profession”: “job” and “occupation.” Any work for hire can be considered a job, 
regardless of the skill level involved and the responsibility granted. Engineering is 
certainly a job—engineers are paid for their services—but the skills and responsi-
bilities involved in engineering make it more than just a job. 

 Similarly, the word “occupation” implies employment through which someone 
makes a living. Engineering, then, is also an occupation. How do the words “job” 
and “occupation” differ from “profession?” 

 The words “profession” and “professional” have many uses in modern society 
that go beyond the defi nition of a job or occupation. One often hears about 
 “professional athletes” or someone referring to himself as a “professional carpen-
ter,” for example. In the fi rst case, the word “professional” is being used to distin-
guish the practitioner from an unpaid amateur. In the second case, it is used to 
indicate some degree of skill acquired through many years of experience, with an 
implication that this practitioner will provide quality services. 

 Neither of these senses of the word “professional” is applicable to engineers. 
There are no amateur engineers who perform engineering work without being 
paid while they train to become professional, paid engineers. Likewise, the length 
of time one works at an engineering-related job, such as an engineering aide or 
engineering technician, does not confer professional status no matter how skilled a 
technician one might become. To see what is meant by the term “professional 
 engineer,” we will fi rst examine the nature of professions. 
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  2.2.1   What Is a Profession? 

 What are the attributes of a profession? There have been many studies of this ques-
tion, and some consensus as to the nature of  professions  has been achieved. Attributes 
of a profession include: 

   1.   Work that requires sophisticated skills, the use of judgment, and the exercise 
of  discretion. Also, the work is not routine and is not capable of being 
 mechanized.  

  2.   Membership in the profession requires extensive formal education, not simply 
practical training or apprenticeship.  

  3.   The public allows special societies or organizations that are controlled by mem-
bers of the profession to set standards for admission to the profession, to set 
standards of conduct for members, and to enforce these standards.  

  4.   Signifi cant public good results from the practice of the profession [ Schinzinger 
and Martin, 2000 ].   

 The terms “judgment” and “discretion” used in the fi rst part of this defi nition 
require a little amplifi cation. Many occupations require judgment every day. A sec-
retary must decide what work to tackle fi rst. An auto mechanic must decide if a 
part is suffi ciently worn to require complete replacement, or if rebuilding will do. 
This is not the type of judgment implied in this defi nition. In a profession, “judg-
ment” refers to making signifi cant decisions based on formal training and experi-
ence. In general, the decisions will have serious impacts on people’s lives and will 
often have important implications regarding the spending of large amounts of 
money. 

 “Discretion” can have two different meanings. The fi rst defi nition involves 
being discrete in the performance of one’s duties by keeping information about 
customers, clients, and patients confi dential. This confi dentiality is essential for 
engendering a trusting relationship and is a hallmark of professions. While many 
jobs might involve some discretion, this defi nition implies a high level of signifi -
cance to the information that must be kept private by a professional. The other 
defi nition of discretion involves the ability to make decisions autonomously. When 
making a decision, one is often told, “Use your discretion.” This defi nition is similar 
in many ways to that of the term “judgment” described previously. Many people are 
allowed to use their discretion in making choices while performing their jobs. 
However, the signifi cance and potential impact of the decision marks the difference 
between a job and a profession. 

 One thing not mentioned in the defi nition of a profession is the compensa-
tion received by a professional for his services. Although most professionals 
tend to be relatively well compensated, high pay is not a suffi cient condition for 
professional status. Entertainers and athletes are among the most highly paid 
members of our society, and yet few would describe them as professionals in the 
sense described previously. Although professional status often helps one to get 
better pay and better working conditions, these are more often determined by 
economic forces. 

 Earlier, reference was made to “professional” athletes and carpenters. Let’s 
examine these occupations in light of the foregoing defi nition of professions and 
see if athletics and carpentry qualify as professions. An athlete who is paid for her 
appearances is referred to as a professional athlete. Clearly, being a paid athlete 
does involve sophisticated skills that most people do not possess, and these skills are 
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not capable of mechanization. However, substantial judgment and discretion are not 
called for on the part of athletes in their “professional” lives, so athletics fails the fi rst 
part of the defi nition of “professional.” Interestingly, though, professional athletes 
are frequently viewed as role models and are often disciplined for a lack of discre-
tion in their personal lives. 

 Athletics requires extensive training, not of a formal nature, but more of a prac-
tical nature acquired through practice and coaching. No special societies 
(as opposed to unions, which will be discussed in more detail later) are required by 
athletes, and athletics does not meet an important public need; although entertain-
ment is a public need, it certainly doesn’t rank high compared to the needs met by 
professions such as medicine. So, although they are highly trained and very well 
compensated, athletes are not professionals. 

 Similarly, carpenters require special skills to perform their jobs, but many 
aspects of their work can be mechanized, and little judgment or discretion is 
required. Training in carpentry is not formal, but rather is practical by way of 
apprenticeships. No organizations or societies are required. However, carpentry 
certainly does meet an aspect of the public good—providing shelter is fundamental 
to society—although perhaps not to the same extent as do professions such as med-
icine. So, carpentry also doesn’t meet the basic requirements to be a profession. We 
can see, then, that many jobs or occupations whose practitioners might be referred 
to as professionals don’t really meet the basic defi nition of a profession. Although 
they may be highly paid or important jobs, they are not professions. 

 Before continuing with an examination of whether engineering is a profession, 
let’s look at two occupations that are defi nitely regarded by society as professions: 
medicine and law. Medicine certainly fi ts the defi nition of a profession given previ-
ously. It requires very sophisticated skills that can’t be mechanized, it requires judg-
ment as to appropriate treatment plans for individual patients, and it requires 
discretion. (Physicians have even been granted physician–patient privilege, the duty 
not to divulge information given in confi dence by the patient to the physician.) 
Although medicine requires extensive practical training learned through an appren-
ticeship called a residency, it also requires much formal training (four years of 
undergraduate school, three to four years of medical school, and extensive hands-
on practice in patient care). Medicine has a special society, the American Medical 
Association (AMA), to which a large fraction of practicing physicians belong and 
that participates in the regulation of medical schools, sets standards for practice of 
the profession, and promulgates a code of ethical behavior for its members. Finally, 
healing the sick and helping to prevent disease clearly involve the public good. By 
the defi nition presented previously, medicine clearly qualifi es as a profession. 

 Similarly, law is a profession. It involves sophisticated skills acquired through 
extensive formal training; has a professional society, the American Bar Association 
(ABA); and serves an important aspect of the public good. (Although this last point 
is increasingly becoming a point of debate within American society!) The differ-
ence between athletics and carpentry on one hand and law and medicine on the 
other is clear. The fi rst two really cannot be considered professions, and the latter 
two most certainly are.  

  2.2.2   Engineering as a Profession 

 Using medicine and law as our examples of professions, it is now time to consider 
whether engineering is a profession. Certainly, engineering requires extensive 
and sophisticated skills. Otherwise, why spend four years in college just to get a 
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start in engineering? The essence of engineering design is judgment: how to use 
the available materials, components, and devices to reach a specifi ed objective. 
Discretion is required in engineering: Engineers are required to keep their 
employers’ or clients’ intellectual property and business information confi den-
tial. Also, a primary concern of any engineer is the safety of the public that will 
use the products and devices he designs. There is always a trade-off between 
safety and other engineering issues in a design, requiring discretion on the part 
of the engineer to ensure that the design serves its purpose and fi lls its market 
niche safely. 

 The point about mechanization needs to be addressed a little more carefully 
with respect to engineering. Certainly, once a design has been performed, it can 
easily be replicated without the intervention of an engineer. However, each new 
situation that requires a new design or a modifi cation of an existing design 
requires an engineer. Industry commonly uses many computer-based tools for 
generating designs, such as computer-aided design (CAD) software. This 
shouldn’t be mistaken for mechanization of engineering. CAD is simply a tool 
used by engineers, not a replacement for the skills of an actual engineer. A 
wrench can’t fi x an automobile without a mechanic. Likewise, a computer with 
CAD software can’t design an antilock braking system for an automobile without 
an engineer. 

 Engineering requires extensive formal training. Four years of undergraduate 
training leading to a bachelor’s degree in an engineering program is essential, fol-
lowed by work under the supervision of an experienced engineer. Many engineer-
ing jobs even require advanced degrees beyond the bachelor’s degree. The work of 
engineers serves the public good by providing communication systems, transporta-
tion, energy resources, and medical diagnostic and treatment equipment, to name 
only a few. 

 Before passing fi nal judgment on the professional status of engineering, the 
nature of engineering societies requires a little consideration. Each discipline 
within engineering has a professional society, such as the Institute of Electrical and 
Electronics Engineers (IEEE) for electrical engineers and the American Society of 
Mechanical Engineers (ASME) for mechanical engineers. These societies serve to 
set professional standards and frequently work with schools of engineering to set 
standards for admission, curricula, and accreditation. However, these societies dif-
fer signifi cantly from the AMA and the ABA. Unlike law and medicine, each spe-
cialty of engineering has its own society. There is no overall engineering society that 
most engineers identify with, although the National Society of Professional 
Engineers (NSPE) tries to function in this way. In addition, relatively few practicing 
engineers belong to their professional societies. Thus, the engineering societies are 
weak compared to the AMA and the ABA. 

 It is clear that engineering meets all of the defi nitions of a profession. In addi-
tion, it is clear that engineering practice has much in common with medicine and 
law. Interestingly, although they are professionals, engineers do not yet hold the 
same status within society that physicians and lawyers do.  

  2.2.3   Differences between Engineering and Other Professions 

 Although we have determined that engineering is a profession, it should be noted 
that there are signifi cant differences between how engineering is practiced and 
how law and medicine are practiced. Lawyers are typically self-employed in private 
practice, essentially an independent business, or in larger group practices with 



Chapter 2 Professionalism and Codes of Ethics 23

other lawyers. Relatively few are employed by large organizations such as corpora-
tions. Until recently, this was also the case for most physicians, although with the 
accelerating trend toward managed care and HMOs in the past decade, many 
more physicians work for large corporations rather than in private practice. 
However, even physicians who are employed by large HMOs are members of 
organizations in which they retain much of the decision-making power—often, the 
head of an HMO is a physician—and make up a substantial fraction of the total 
number of employees. 

 In contrast, engineers generally practice their profession very differently from 
physicians and lawyers. Most engineers are not self-employed, but more often are a 
small part of larger companies involving many different occupations, including 
accountants, marketing specialists, and extensive numbers of less skilled manufac-
turing employees. The exception to this rule is civil engineers, who generally prac-
tice as independent consultants either on their own or in engineering fi rms similar 
in many ways to law fi rms. When employed by large corporations, engineers are 
rarely in signifi cant managerial positions, except with regard to managing other 
engineers. Although engineers are paid well compared to the rest of society, they 
are generally less well compensated than physicians and lawyers. 

 Training for engineers is different than for physicians and lawyers. One can be 
employed as an engineer after four years of undergraduate education, unlike law 
and medicine, for which training in the profession doesn’t begin until after the 
undergraduate program has been completed. As mentioned previously, the engi-
neering societies are not as powerful as the AMA and the ABA, perhaps because of 
the number of different professional engineering societies. Also, both law and med-
icine require licenses granted by the state in order to practice. Many engineers, 
especially those employed by large industrial companies, do not have engineering 
licenses. It can be debated whether someone who is unlicensed is truly an engineer 
or whether he is practicing engineering illegally, but the reality is that many of 
those who are trained as engineers and are employed as engineers are not licensed. 
Finally, engineering doesn’t have the social stature that law and medicine have 
(a fact that is partly refl ected in the lower pay that engineers receive as compared to 
that of lawyers and doctors). Despite these differences, on balance, engineering is 
still clearly a profession, albeit one that is not as mature as medicine and law. 
However, the engineering profession should be striving to emulate some of the 
aspects of these other professions.  

  2.2.4   Other Aspects of Professional Societies 

 We should briefl y note that professional societies also serve other, perhaps less 
noble, purposes than those mentioned previously. Sociologists who study the nature 
of professional societies describe two different models of professions, sometimes 
referred to as the social-contract and the business models. The social-contract 
model views professional societies as being set up primarily to further the public 
good, as described in the defi nition of a profession given previously. There is an 
implicit social contract involved with professions, according to this model. Society 
grants to the professions perks such as high pay, a high status in society, and the 
ability to self-regulate. In return for these perks, society gets the services provided 
by the profession. 

 A perhaps more cynical view of professions is provided by the business model. 
According to this model, professions function as a means for furthering the 
 economic advantage of the members. Put another way, professional organizations 
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are labor unions for the elite, strictly limiting the number of practitioners of the 
profession, controlling the working conditions for professionals, and artifi cially 
infl ating the salaries of its members. An analysis of both models in terms of law and 
medicine would show that there are ways in which these professions exhibit aspects 
of both of these models. 

 Where does engineering fi t into this picture? Engineering is certainly a service-
oriented profession and thus fits into the social-contract model quite nicely. 
Although some engineers might wish to see engineering professional societies func-
tion more according to the business model, they currently don’t function that way. 
The engineering societies have virtually no clout with major engineering employers 
to set wages and working conditions or to help engineers resolve ethical disputes 
with their employers.   Moreover, there is very little prospect that the engineering 
societies will function this way in the near future.  

  2.2.5   If Engineering Were Practiced More Like Medicine 

 It is perhaps instructive to speculate a little on how engineering might change in 
the future if our model of the engineering profession were closer to that of law or 
medicine. One major change would be in the way engineers are educated. Rather 
than the current system, in which students study engineering as undergraduates 
and then pursue advanced degrees as appropriate, prospective engineers would 
probably get a four-year “preengineering” degree in mathematics, physics, chemis-
try, computer science, or some combination of these fi elds. After the four-year 
undergraduate program, students would enter a three- or four-year engineering 
professional program culminating in a “doctor of engineering” degree (or other 
appropriately named degree). This program would include extensive study of engi-
neering fundamentals, specialization in a fi eld of study, and perhaps “clinical” train-
ing under a practicing engineer. 

 How would such engineers be employed? The pattern of employment would 
certainly be different for engineers trained this way. Engineers in all fi elds might 
work for engineering fi rms similar to the way in which civil engineers work now, 
consulting on projects for government agencies or large corporations. The corpo-
rate employers who now have numerous engineers on their staff would probably 
have far fewer engineers on the payroll, opting instead for a few professional engi-
neers who would supervise the work of several less highly trained “engineering tech-
nicians.” Adoption of this model would probably reduce the number of engineers 
in the work force, leading to higher earnings for those who remain. Those rele-
gated to the ranks of engineering technicians would probably earn less than those 
currently employed as engineers.   

  2.3   CODES OF ETHICS 

 An aspect of professional societies that has not been mentioned yet is the codes of 
ethics that engineering societies have adopted. These codes express the rights, 
duties, and obligations of the members of the profession. In this section, we will 
examine the codes of ethics of professional engineering societies. 

 It should be noted that although most of the discussion thus far has focused on 
professionalism and professional societies, codes of ethics are not limited to profes-
sional organizations. They can also be found, for example, in corporations and uni-
versities as well. We start with some general ideas about what codes of ethics are and 
what purpose they serve and then examine two professional engineering codes in 
more detail. 
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  2.3.1   What Is a Code of Ethics? 

 Primarily, a code of ethics provides a framework for ethical judgment for a profes-
sional. The key word here is “framework.” No code can be totally comprehensive 
and cover all possible ethical situations that a professional engineer is likely to 
encounter. Rather, codes serve as a starting point for ethical decision making. 
A code can also express the commitment to ethical conduct shared by members of 
a profession. It is important to note that ethical codes do not establish new ethical 
principles. They simply reiterate principles and standards that are already accepted 
as responsible engineering practice. A code expresses these principles in a coher-
ent, comprehensive, and accessible manner. Finally, a code defi nes the roles and 
responsibilities of professionals [ Harris, Pritchard, and Rabins, 2000 ]. 

 It is important also to look at what a code of ethics is not. It is not a recipe 
for ethical behavior; as previously stated, it is only a framework for arriving at good 
ethical choices. A code of ethics is never a substitute for sound judgment. A code of 
ethics is not a legal document. One can’t be arrested for violating its provisions, 
although expulsion from the professional society might result from code violations. 
As mentioned in the previous section, with the current state of engineering socie-
ties, expulsion from an engineering society generally will not result in an inability to 
practice engineering, so there are not necessarily any direct consequences of violat-
ing engineering ethical codes. Finally, a code of ethics doesn’t create new moral or 
ethical principles. As described in the previous chapter, these principles are well 
established in society, and foundations of our ethical and moral principles go back 
many centuries. Rather, a code of ethics spells out the ways in which moral and 
ethical principles apply to professional practice. Put another way, a code helps the 
engineer to apply moral principles to the unique situations encountered in profes-
sional practice. 

 How does a code of ethics achieve these goals? First, a code of ethics helps create 
an environment within a profession where ethical behavior is the norm. It also serves 
as a guide or reminder of how to act in specifi c situations. A code of ethics can also 
be used to bolster an individual’s position with regard to a certain activity: The code 
provides a little backup for an individual who is being pressured by a superior to 
behave unethically. A code of ethics can also bolster the individual’s position by indi-
cating that there is a collective sense of correct behavior; there is strength in num-
bers. Finally, a code of ethics can indicate to others that the profession is seriously 
concerned about responsible, professional conduct [ Harris, Pritchard, and Rabins, 
2000 ]. A code of ethics, however, should not be used as “window dressing,” an 
attempt by an organization to appear to be committed to ethical behavior when it 
really is not.  

  2.3.2   Objections to Codes 

 Although codes of ethics are widely used by many organizations, including engi-
neering societies, there are many objections to codes of ethics, specifi cally as they 
apply to engineering practice. First, as mentioned previously, relatively few practic-
ing engineers are members of professional societies and so don’t necessarily feel 
compelled to abide by their codes. Many engineers who are members of profes-
sional societies are not aware of the existence of the society’s code, or if they are 
aware of it, they have never read it. Even among engineers who know about their 
society’s code, consultation of the code is rare. There are also objections that the 
engineering codes often have internal confl icts, but don’t give a method for resolv-
ing the confl ict. Finally, codes can be coercive: They foster ethical behavior with a 
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stick rather than with a carrot [ Harris, Pritchard, and Rabins, 2000 ]. Despite these 
objections, codes are in widespread use today and are generally thought to serve a 
useful function.  

  2.3.3   Codes of the Engineering Societies 

 Before examining professional codes in more detail, it might be instructive to 
look  briefly at the history of the engineering codes of ethics. Professional 
 engineering societies in the United States began to be organized in the late 
19th century. As these societies matured, many of them created codes of ethics to 
guide practicing engineers. 

 Early in the 20th century, these codes were mostly concerned with issues of 
how to conduct business. For example, many early codes had clauses forbidding 
advertising of services or prohibiting competitive bidding by engineers for 
design projects. Codes also spelled out the duties that engineers had toward 
their employers. Relatively less emphasis than today was given to issues of ser-
vice to the public and safety. This imbalance has changed greatly in recent dec-
ades as public perceptions and concerns about the safety of engineered products 
and devices have changed. Now, most codes emphasize commitments to safety, 
public health, and even environmental protection as the most important duties 
of the engineer.  

  2.3.4   A Closer Look at Two Codes of Ethics 

 Having looked at some ideas about what codes of ethics are and how they function, 
let’s look more closely at two codes of ethics: the codes of the IEEE and the NSPE. 
Although these codes have some common content, the structures of the codes are 
very different. 

 The IEEE code is short and deals in generalities, whereas the NSPE code is 
much longer and more detailed. An explanation of these differences is rooted in 
the philosophy of the authors of these codes. A short code that is lacking in detail is 
more likely to be read by members of the society than is a longer code. A short code 
is also more understandable. It articulates general principles and truly functions as 
a framework for ethical decision making, as described previously. 

 A longer code, such as the NSPE code, has the advantage of being more explicit 
and is thus able to cover more ground. It leaves less to the imagination of the indi-
vidual and therefore is more useful for application to specifi c cases. The length of 
the code, however, makes it less likely to be read and thoroughly understood by 
most engineers. 

 There are some specifi cs of these two codes that are worth noting here. The 
IEEE code doesn’t mention a duty to one’s employer. However, the IEEE code 
does explicitly mention a duty to protect the environment. The NSPE code has a 
preamble that succinctly presents the duties of the engineer before going on to 
the more explicit discussions of the rest of the code. Like most codes of ethics, the 
NSPE code does mention the engineer’s duty to his or her employer in Section I.4, 
where it states that engineers shall “[a]ct . . . for each employer . . . as faithful 
agents or  trustees.”  

  2.3.5   Resolving Internal Confl icts in Codes 

 One objection to codes of ethics is the internal confl icts that can exist within them, 
with no instructions on how to resolve these confl icts. An example of this problem 
would be a situation in which an employer asks or even orders an engineer to 
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implement a design that the engineer feels will be unsafe. It is made clear that the 
engineer’s job is at stake if he doesn’t do as instructed. What does the NSPE code 
tell us about this situation? 

 In clause I.4, the NSPE code indicates that engineers have a duty to their 
employers, which implies that the engineer should go ahead with the unsafe design 
favored by his employer. However, clause I.1 and the preamble make it clear that 
the safety of the public is also an important concern of an engineer. In fact, it says 
that the safety of the public is paramount. How can this confl ict be resolved? 

 There is no implication in this or any other code that all clauses are equally 
important. Rather, there is a hierarchy within the code. Some clauses take prece-
dence over others, although there is generally no explicit indication in the code of 
what the hierarchy is. The preceding dilemma is easily resolved within the context 
of this hierarchy. The duty to protect the safety of the public is paramount and takes 
precedence over the duty to the employer. In this case, the code provides very clear 
support to the engineer, who must convince his supervisor that the product can’t be 
designed as requested. Unfortunately, not all internal confl icts in codes of ethics 
are so easily resolved.  

  2.3.6   Can Codes and Professional Societies Protect Employees? 

 One important area where professional societies can and should function is as pro-
tectors of the rights of employees who are being pressured by their employer to do 
something unethical or who are accusing their employers or the government of 
unethical conduct. The codes of the professional societies are of some use in this 
since they can be used by employees as ammunition against an employer who is 
sanctioning them for pointing out unethical behavior or who are being asked to 
engage in unethical acts. 

 An example of this situation is the action of the IEEE on behalf of three elec-
trical engineers who were fi red from their jobs at the Bay Area Rapid Transit 
(BART) organization when they pointed out defi ciencies in the way the control 
systems for the BART trains were being designed and tested. After being fi red, the 
engineers sued BART, citing the IEEE code of ethics which impelled them to hold 
as their primary concern the safety of the public who would be using the BART 
system. The IEEE intervened on their behalf in court, although ultimately the 
engineers lost the case. 

 If the codes of ethics of professional societies are to have any meaning, this 
type of intervention is essential when ethical violations are pointed out. However, 
since not all engineers are members of professional societies and the engineering 
societies are relatively weak, the pressure that can be exerted by these organizations 
is limited.  

  2.3.7   Other Types of Codes of Ethics 

 Professional societies aren’t the only organizations that have codifi ed their ethical 
standards. Many other organizations have also developed codes of ethics for various 
purposes similar to those of the professional engineering organizations. For exam-
ple, codes for the ethical use of computers have been developed, and student 
organizations in universities have framed student codes of ethics. In this section, we 
will examine how codes of ethics function in corporations. 

 Many of the important ethical questions faced by engineers come up in the 
context of their work for corporations. Since most practicing engineers are not 
members of professional organizations, it seems that for many engineers, there is 
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little ethical guidance in the course of their daily work. This problem has led to the 
adoption of codes of ethics by many corporations. 

 Even if the professional codes were widely adopted and recognized by practic-
ing engineers, there would still be some value to the corporate codes, since a corpo-
ration can tailor its code to the individual circumstances and unique mission of the 
company. As such, these codes tend to be relatively long and very detailed, incorpo-
rating many rules specifi c to the practices of the company. For example, corporate 
codes frequently spell out in detail the company policies on business practices, rela-
tionships with suppliers, relationships with government agencies, compliance with 
government regulations, health and safety issues, issues related to environmental 
protection, equal employment opportunity and affi rmative action, sexual harass-
ment, and diversity and racial/ethnic tolerance. Since corporate codes are coercive 
in nature—your continued employment by the company depends on your compli-
ance with the company code—these codes tend to be longer and more detailed in 
order to provide very clear and specifi c guidelines to the employees. 

 Codes of professional societies, by their nature, can’t be this explicit, since 
there is no means for a professional society to reasonably enforce its code. Due to 
the typically long lengths of these codes, no example of a corporate  code of ethics  can 
be included here. However, codes for companies can sometimes be found via the 
Internet at corporate websites. 

 Some of the heightened awareness of ethics in corporations stems from the 
increasing public scrutiny that has accompanied well-publicized disasters, such as 
the cases presented in this book, as well as from cases of fraud and cost overruns, 
particularly in the defense industry, that have been exposed in the media. Many 
large corporations have developed corporate codes of ethics in response to these 
problems to help heighten employee’s awareness of ethical issues and to help estab-
lish a strong corporate ethics culture. These codes give employees ready access to 
guidelines and policies of the corporations. But, as with professional codes, it is 
important to remember that these codes cannot cover all possible situations that an 
employee might encounter; there is no substitute for good judgment. A code also 
doesn’t substitute for good lines of communications between employees and upper 
management and for workable methods for fi xing ethical problems when they occur. 
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 Codes of ethics can be used as a tool for analyzing cases and for gaining some 
insight into the proper course of action. Before reading these cases, it would be 
helpful to read a couple of the codes in Appendix A, especially the code most 
closely related to your fi eld of study, to become familiar with the types of issues that 
codes deal with. Then, put yourself in the position of an engineer working for these 
companies—Intel, Paradyne Computers, and 3Bs Construction—to see what you 
would have done in each case.  

  The Intel Pentium ®  Chip 

 In late 1994, the media began to report that there was a fl aw in the new Pentium 
microprocessor produced by Intel. The microprocessor is the heart of a personal 
computer and controls all of the operations and calculations that take place. A fl aw 
in the Pentium was especially signifi cant, since it was the microprocessor used in 
80% of the personal computers produced in the world at that time. 
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 Apparently, fl aws in a complicated integrated circuit such as the Pentium, 
which at the time contained over one million transistors, are common. However, 
most of the fl aws are undetectable by the user and don’t affect the operation of the 
computer. Many of these fl aws are easily compensated for through software. The 
fl aw that came to light in 1994 was different: It was detectable by the user. This par-
ticular fl aw was in the fl oating-point unit (FPU) and caused a wrong answer when 
double-precision arithmetic, a very common operation, was performed. 

 A standard test was widely published to determine whether a user’s micropro-
cessor was fl awed. Using spreadsheet software, the user was to take the number 
4,195,835, multiply it by 3,145,727, and then divide that result by 3,145,727. As we 
all know from elementary math, when a number is multiplied and then divided by 
the same number, the result should be the original number. In this example, the 
result should be 4,195,835. However, with the fl awed FPU, the result of this calcula-
tion was 4,195,579 [ Infoworld , 1994]. Depending on the application, this six- 
thousandths-of-a-percent error might be very signifi cant. 

 At fi rst, Intel’s response to these reports was to deny that there was any problem 
with the chip. When it became clear that this assertion was not accurate, Intel 
switched its policy and stated that although there was indeed a defect in the chip, it 
was insignifi cant and the vast majority of users would never even notice it. The chip 
would be replaced for free only for users who could demonstrate that they needed 
an unfl awed version of the chip [ Infoworld , 1994]. There is some logic to this policy 
from Intel’s point of view, since over two million computers had already been sold 
with the defective chip. 

 Of course, this approach didn’t satisfy most Pentium owners. After all, how can 
you predict whether you will have a future application where this fl aw might be 
 signifi cant? IBM, a major Pentium user, canceled the sales of all IBM computers 
containing the fl awed chip. Finally, after much negative publicity in the popular 
personal computer literature and an outcry from Pentium users, Intel agreed to 
replace the fl awed chip with an unfl awed version for any customer who asked to 
have it replaced. 

 It should be noted that long before news of the fl aw surfaced in the popular 
press, Intel was aware of the problem and had already corrected it on subsequent 
versions. It did, however, continue to sell the fl awed version and, based on its early 
insistence that the fl aw did not present a signifi cant problem to users, seemingly 
planned to do so until the new version was available and the stocks of the fl awed 
one were exhausted. Eventually, the damage caused by this case was fi xed as the 
media reports of the problem died down and as customers were able to get unf-
lawed chips into their computers. Ultimately, Intel had a write-off of 475 million 
dollars to solve this problem. 

 What did Intel learn from this experience? The early designs for new chips con-
tinue to have fl aws, and sometimes these fl aws are not detected until the product is 
already in use by consumers. However, Intel’s approach to these problems has 
changed. It now seems to feel that problems need to be fi xed immediately. In addi-
tion, the decision is now based on the consumer’s perception of the signifi cance of 
the fl aw, rather than on Intel’s opinion of its signifi cance. 

 Indeed, similar fl aws were found in 1997 in the early versions of the Pentium II 
and Pentium Pro processors. This time, Intel immediately confi rmed that the fl aw 
existed and offered customers software that would correct it. Other companies also 
seem to have benefi ted from Intel’s experience. For example, Intuit, a leading man-
ufacturer of tax preparation and fi nancial software, called a news conference in 
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March of 1995 to apologize for fl aws in its TurboTax software that had become 
apparent earlier in that year. In addition to the apology, they offered consumers 
replacements for the defective software.  

  Runway Concrete at the Denver International Airport 

 In the early 1990s, the city of Denver, Colorado, embarked on one of the largest 
public works projects in history: the construction of a new airport to replace the 
aging Stapleton International Airport. The new Denver International Airport (DIA) 
would be the fi rst new airport constructed in the United States since the Dallas–Fort 
Worth Airport was completed in the early 1970s. Of course, the size and complexity 
of this type of project lends itself to many problems, including cost overruns, worker 
safety and health issues, and controversies over the need for the project. The con-
struction of DIA was no exception. 

 Perhaps the most widely known problem with the airport was the malfunction-
ing of a new computer-controlled high-tech baggage handling system, which in pre-
liminary tests consistently mangled and misrouted baggage and frequently jammed, 
leading to the shutdown of the entire system. Problems with the baggage handling 
system delayed the opening of the airport for over a year and cost the city millions 
of dollars in expenses for replacement of the system and lost revenues while the 
airport was unable to open. In addition, the baggage system made the airport the 
butt of many jokes, especially on late-night television. 

 More interesting from the perspective of engineering ethics are problems dur-
ing the construction of DIA involving the concrete used for the runways, taxiways, 
and aprons at the airport. The story of concrete problems at DIA was fi rst reported 
by the  Denver Post  in early August of 1993 as the airport neared completion. Two 
subcontractors fi led lawsuits against the runway paving contractor, California-based 
construction company Ball, Ball, & Brosamer (known as 3Bs), claiming that 3Bs 
owed them money. Parts of these suits were allegations that 3Bs had altered the 
recipe for the concrete used in the runway and apron construction, deliberately 
diluting the concrete with more gravel, water, and sand (and thus less cement), 
thereby weakening it. 3Bs motivation for doing so would be to save money and thus 
to increase their profi ts. One of the subcontractors, CSI Trucking, whose job was to 
haul the sand and gravel used in the concrete, claimed that 3Bs hadn’t paid them 
for materials that had been delivered. They claimed that these materials had been 
used to dilute the mixture, but hadn’t been paid for, since the payment would leave 
a record of the improper recipe. 

 At fi rst, Denver offi cials downplayed the reports of defective concrete, relying 
on the results of independent tests of the concrete. In addition, the city of Denver 
ordered core samples to be taken from the runways. Tests on these cores showed 
that the runway concrete had the correct strength. The subcontractors claimed that 
the improperly mixed concrete could have the proper test strength, but would lead 
to a severely shortened runway lifetime. The FBI also became involved in investigat-
ing this case, since federal transportation grants were used by Denver to help 
fi nance the construction of the runways. 

 The controversy seemed to settle down for a while, but a year later, in August of 
1994, the Denver district attorney’s offi ce announced that it was investigating alle-
gations that inspection reports on the runways were falsifi ed during the construc-
tion. This announcement was followed on November 13, 1994, by a lengthy story in 
the  Denver Post  detailing a large number of allegations of illegal activities and uneth-
ical practices with regard to the runway construction. 



Chapter 2 Professionalism and Codes of Ethics 31

 The November 13 story revolved around an admission by a Fort Collins, 
Colorado, company, Empire Laboratories, that test reports on the concrete had 
been falsifi ed to hide results which showed that some of the concrete did not 
meet the specifi cations. Attorneys for Empire said that this falsifi cation had hap-
pened fi ve or six times in the course of this work, but four employees of Empire 
claimed that the altering of test data was standard operating procedure at 
Empire. 

 The nature of the test modifi cations and the rationale behind them illustrate 
many of the important problems in engineering ethics, including the need for 
objectivity and honesty in reporting results of tests and experiments. One Empire 
employee said that if a test result was inconsistent with other tests, then the results 
would be changed to mask the difference. This practice was justifi ed by Empire as 
being “based upon engineering judgment” [ Denver Post,  Nov. 13, 1994]. The con-
crete was tested by pouring test samples when the actual runways were poured. 
These samples were subjected to fl exural tests, which consist of subjecting the con-
crete to an increasing force until it fails. The tests were performed at 7 days after 
pouring and also at 28 days. Many of the test results showed that the concrete was 
weaker at 28 days than at 7 days. However, the results should have been the oppo-
site, since concrete normally increases in strength as it cures. Empire employees 
indicated that this apparent anomaly was because many of the 7-day tests had been 
altered to make the concrete seem stronger than it was. 

 Other problems with the concrete also surfaced. Some of the concrete used in 
the runways contained clay balls up to 10 inches in diameter. While not uncommon 
in concrete batching, the presence of this clay can lead to runways that are signifi -
cantly weaker than planned. 

 Questions about the short cement content in 3Bs concrete mixture also resur-
faced in the November  Denver Post  article. The main question was “given that the 
concrete batching operation was routinely monitored, how did 3Bs get away with 
shorting the cement content of the concrete?” One of the batch plant operators for 
3Bs explained that they were tipped off about upcoming inspections. When an 
inspector was due, they used the correct recipe so that concrete would appear to be 
correctly formulated. The shorting of the concrete mixture could also be detected 
by looking at the records of materials delivered to the batch plants. However, DIA 
administrators found that this documentation was missing, and it was unclear 
whether it had ever existed. 

 A batch plant operator also gave a sworn statement that he had been directed 
to fool the computer that operated the batch plant. The computer was fooled by 
tampering with the scale used to weigh materials and by inputting false numbers for 
the moisture content of the sand. In some cases, the water content of the sand that 
was input into the computer was a negative number! This tampering forced 
the computer to alter the mixture to use less cement, but the records printed by the 
computer would show that the mix was properly constituted. In his statement, the 
batch plant operator also swore that this practice was known to some of the highest 
offi cials in 3Bs. 

 Despite the problems with the batching of the concrete used in the runways, 
DIA offi cials insisted that the runways built by 3Bs met the specifi cations. This asser-
tion was based on the test results, which showed that although some parts of the 
runway were below standard, all of the runways met FAA specifi cations. 3Bs was paid 
for those areas that were below standard at a lower rate than for the stronger parts 
of the runway. Further investigations about misdeeds in the construction of DIA 
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were performed by several groups, including a Denver grand jury, a federal grand 
jury, the FBI, and committees of Congress. 

 On October 19, 1995, the  Denver Post  reported the results of a lawsuit brought 
by 3Bs against the city of Denver. 3Bs contended that the city still owed them 
$2.3 million (in addition to the $193 million that 3Bs had already been paid) for 
the work they did. The city claimed that this money was not owed. The reduction 
was a penalty due to low test results on some of the concrete. 3Bs claimed that those 
tests were fl awed and that the concrete was fi ne. A hearing offi cer sided with the 
city, deciding that Denver didn’t owe 3Bs any more money. 3Bs said that they would 
take their suit to the next higher level. 

 As of the spring of 2011, DIA has been in operation for many years and no 
problems have surfaced regarding the strength of the runways. Unfortunately, 
problems with runway durability might not surface until after several more years of 
use. In the meantime, there is still plenty of litigation and investigation of this and 
other unethical acts surrounding the construction of this airport.  

  Competitive Bidding and the Paradyne Case 

 Although competitive bidding is a well-established practice in purchasing, it can 
lead to many ethical problems associated with deception on the part of the vendor 
or with unfairness on the part of the buyer in choosing a vendor. The idea behind 
competitive bidding is that the buyer can get a product at the best price by setting 
up competition between the various suppliers. Especially with large contracts, the 
temptation to cheat on the bidding is great. Newspapers frequently report stories of 
deliberate underbidding to win contracts, followed by cost overruns that are una-
voidable, theft of information on others’ bids in order to be able to underbid them, 
etc. Problems also exist with buyers who make purchase decisions based on ele-
ments other than the advertised bid criteria, who leak information to a preferred 
bidder, or who give advance notice or detailed knowledge of evaluation procedures 
to preferred bidders. The Paradyne computer case is useful in illustrating some of 
the hazards associated with competitive bidding. 

 The Paradyne case began on June 10, 1980, when the Social Security 
Administration (SSA) published a request for proposals (RFP) for computer sys-
tems to replace the older equipment in its fi eld offi ces. Its requirement was for 
computers that provide access to a central database. This database was used by fi eld 
offi ces in the processing of benefi t claims and in issuing new social security num-
bers. SSA intended to purchase an off-the-shelf system already in the vendor’s prod-
uct line, rather than a customized system. This requirement was intended to 
minimize the fi eld testing and bugs associated with customized systems. In March of 
1981, SSA let a contract for $115 million for 1,800 computer systems to Paradyne. 

 Problems occurred immediately upon award of the contract, when the Paradyne 
computers failed the acceptance testing. The requirements were fi nally relaxed so 
that the computers would pass. After delivery, many SSA fi eld offi ces reported fre-
quent malfunctions, sometimes multiple times per day, requiring manual rebooting 
of the system. One of the contract requirements was that the computers function 
98% of the time. This requirement wasn’t met until after 21 months of operation. 
After nearly two years of headaches and much wasted time and money, the system 
fi nally worked as planned [ Davis, 1988 ]. 

 Subsequent investigation by SSA indicated that the product supplied by 
Paradyne was not an off-the-shelf system, but rather was a system that incorporated 
new technology that had yet to be built and was still under development. Paradyne 
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had proposed selling SSA their P8400 model with the PIOS operating system. The 
bid was written as if this system currently existed. However, at the time that the bid 
was prepared, the 8400 system did not exist and had not been developed, proto-
typed, or manufactured [ Head, 1986 ]. 

 There were other problems associated with Paradyne’s performance during the 
bidding. The RFP stated that there was to be a preaward demonstration of the prod-
uct, not a demonstration of a prototype. Paradyne demonstrated to SSA a different 
computer, a modifi ed PDP 11/23 computer manufactured by Digital Equipment 
Corporation (DEC) placed in a cabinet that was labeled P8400. Apparently, many of 
the DEC labels on the equipment that was demonstrated to SSA had Paradyne labels 
pasted over them. Paradyne disingenuously claimed that since the DEC equipment 
was based on a 16-bit processor, as was the P8400 they proposed, it was irrelevant 
whether the machine demonstrated was the DEC or the actual P8400. Of course, com-
puter users recognize that this statement is nonsense. Even modern “PC-compatible” 
computers with the same microprocessor chip and operating system can have widely 
different operating characteristics in terms of speed and the software that can be run. 

 There were also questions about the operating system. Apparently, at the time of 
Paradyne’s bid, the PIOS system was under development as well and hadn’t been 
tested on a prototype of the proposed system. Even a functioning hardware system 
will not operate correctly without the correct operating system. No software has ever 
worked correctly the fi rst time, but rather requires extensive debugging to make it 
operate properly with a new system. Signifi cantly, the DEC system with the P8400 
label that was actually tested by SSA was not running with the proposed PIOS system. 

 Some of the blame for this fi asco can also be laid at the feet of the SSA. There 
were six bidders for this contract. Each of the bidders was to have an on-site visit 
from SSA inspectors to determine whether it was capable of doing the work that it 
included in its bid. Paradyne’s capabilities were not assessed using an on-site visit. 
Moreover, Paradyne was judged based on its ability to manufacture modems, which 
was then its main business. Apparently, its ability to produce complete computer 
systems wasn’t assessed. As part of its attempt to gain this contract, Paradyne hired a 
former SSA offi cial who, while still working for SSA, had participated in preparing 
the RFP and had helped with setting up the team that would evaluate the bids. 
Paradyne had notifi ed SSA of the hiring of this person, and SSA decided that 
there were no ethical problems with this. However, when the Paradyne machine 
failed the initial acceptance test, this Paradyne offi cial was directly involved in nego-
tiating the relaxed standards with his former boss at SSA. 

 This situation was resolved when the Paradyne computers were fi nally brought 
to the point of functioning as required. However, as a result of these problems, 
there were many investigations by government agencies, including the Securities 
and Exchange Commission, the General Accounting Office, the House of 
Representatives’ Government Operations Committee, the Health and Human 
Services Department (of which SSA is part), and the Justice Department.      

 Code of ethics  Professions  Professional societies  

     KEY TERMS 
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  2.1    What changes would have to be made for engineering to be a profession more 
like medicine or law?   

  2.2    In which ways do law, medicine, and engineering fi t the social-contract and 
the  business models of a profession?   

  2.3    The fi rst part of the defi nition of a profession says that professions involve the 
use of sophisticated skills. Do you think that these skills are primarily physical 
or intellectual skills? Give examples from professions such as law, medicine, 
and engineering, as well as from non-professions.   

  2.4    Read about the space shuttle  Challenger  accident in 1986. (You can fi nd infor-
mation on this in magazines, newspapers, or on the internet.) Apply an engi-
neering code of ethics to this case. What guidance might one of the engineering 
society codes of ethics have given the Thiokol engineers when faced with a 
decision to launch? Which specifi c parts of the code are applicable to this situ-
ation? Does a manager who is trained as an engineer still have to adhere to an 
engineering code of ethics?   

  2.5    Write a code of ethics for students in your college or department. Start by 
deciding what type of code you want: short, long, detailed, general, etc. Then, 
list the important ethical issues you think students face. Finally, organize these 
ideas into a coherent structure.   

  2.6    Imagine that you are the president of a small high-technology fi rm. Your 
company has grown over the last few years to the point where you feel that it 
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is important that your employees have some guidelines regarding ethics. 
Defi ne the type of company you are running, then develop an appropriate 
code of ethics. As in Question 2.5, start by deciding what type of code is 
appropriate for your company. Then, list  specifi c points that are impor-
tant—for example, relationships with vendors, treatment of fellow employ-
ees, etc. Finally, write a code that incorporates these features. In developing 
your code of ethics, you should think about the difference between business 
policies and ethical concerns. For example, business policies might be spe-
cifi c about what time workers should arrive each day and how many hours 
they should work; a code of ethics would focus more on integrity in follow-
ing the business rules of a company.   

  INTEL PENTIUM CHIP  

   2.7    Was this case simply a customer-relations and PR problem, or are there ethical 
issues to be considered as well?   

   2.8    Use one of the engineering codes of ethics to analyze this case. Pay special 
attention to issues of accurate representation of engineered products and to 
safety issues.   

   2.9    When a product is sold, is there an implication that it will work as advertised?   
  2.10    Should you reveal defects in a product to a consumer? Is the answer to this 

question different if the defect is a safety issue rather than simply a fl aw? (It 
might be useful to note in this discussion that although there is no appar-
ent safety concern for someone using a computer with this fl aw, PCs are 
often used to control a variety of instruments, such as medical equipment. 
For such equipment, a fl aw might have a very real safety implication.) Is the 
answer to this question different if the customer is a bank that uses the 
computer to calculate interest paid, loan payments, etc. for customers?   

  2.11    Should you replace defective products even if customers won’t recognize the 
defect?   

  2.12    How thorough should testing be? Is it ever possible to say that no defect exists 
in a product or structure?   

  2.13    Do fl aws that Intel found previously in the 386 and 486 chips have any bearing 
on these questions? In other words, if Intel got away with selling fl awed chips 
before without informing consumers, does that fact have any bearing on this 
case?   

  2.14    G. Richard Thoman, an IBM senior vice president, was quoted as saying, 
“Nobody should have to worry about the integrity of data calculated on an 
IBM machine.” How does this statement by a major Intel customer change the 
answers to the previous  questions?   

  2.15    Just prior to when this problem surfaced, Intel had begun a major advertising 
campaign to make Intel a household name. They had gotten computer manu-
facturers to place “Intel Inside” labels on their computers and had spent 
money on television advertising seeking to increase the public demand for 
computers with Intel processors, with the unstated message that Intel chips 
were of signifi cantly higher quality than other manufacturers’ chips. How 
might this campaign have affected what happened in this case?   

  2.16    What responsibilities did the engineers who were aware of the fl aw have 
before the chip was sold? After the chips began to be sold? After the fl aw 
became apparent?   



  DIA RUNAWAY CONCRETE  

  2.17    Using one of the engineering codes of ethics, analyze the actions of the batch 
plant operators and Empire Laboratories.   

  2.18    Is altering data a proper use of “engineering judgment”? What alternative 
might have existed to altering the test data on the concrete?   

  2.19    Who is responsible for ensuring that the materials used in a project meet the 
specifi cations? The supplier or the purchaser?   

  PARADYNE COMPUTERS  

  2.20    Choose an engineering code of ethics and use it to analyze this case. Were the 
engineers and managers of Paradyne operating ethically?   

  2.21    In preparing their bid, Paradyne wrote in the present tense, as if the com-
puter they proposed currently existed, rather than in the future tense, which 
would have indicated that the product was still under development. Paradyne 
claimed that the use of the present tense in its bid (which led SSA to believe 
that the P8400 actually existed) was acceptable, since it is common business 
practice to advertise products under development this way. Was this a new 
product announcement with a specifi ed availability date? Is there a distinction 
between a response to a bid and company advertising? Is it acceptable to 
respond to a bid with a planned system if there is no indication when that 
system is expected to be available?   

  2.22    Paradyne also claimed that it was acting as a system integrator (which was 
allowed by the RFP), using components from other manufacturers to form 
the Paradyne system. These other components were mostly off the shelf, but 
they had never been integrated into a system before. Does this meet the SSA 
requirement for an existing system?   

  2.23    Once the Paradyne machine failed the initial test, should the requirements 
have been relaxed to help the machine qualify? If the requirements were 
going to be modifi ed, should the bidding process have been reopened to the 
other bidders and others who might now be able to bid? Should bidding be 
reopened even if it causes a delay in delivery, increased work for the SSA, etc.?   

  2.24    Was it acceptable to represent a proposed system as existing, if indeed that is 
what Paradyne did?   

  2.25    Is it ethical for a former SSA employee to take a job negotiating contracts with 
the SSA for a private company? Did this relationship give Paradyne an unfair 
advantage over its competition?      
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  In late 1984, a pressure-relief valve on a tank used to store methyl isocyanate (MIC) 
at a Union Carbide plant in Bhopal, India, accidentally opened. MIC is a poisonous 

compound used in the manufacture of pesticides. When the valve opened, MIC was 
released from the tank, and a cloud of toxic gas formed over the area surrounding the 
plant. Unfortunately, this neighborhood was very densely populated. Some two thou-
sand people were killed, and thousands more were injured as a result of the accident. 
Many of the injured have remained permanently disabled. 

 The causes of the accident are not completely clear, but there appear to have 
been many contributing factors. Pipes in the plant were misconnected, and essential 
safety systems were either broken or had been taken off-line for maintenance. The 
effects of the leak were intensifi ed by the presence of so many people living in close 
proximity to the plant. 

 Among the many important issues this case brings up are questions of balancing 
risk to the local community with the economic benefi ts to the larger community of 
the state or nation. Undoubtedly, the presence of this chemical plant brought signifi -
cant local economic benefi t. However, the accident at the plant also brought disaster 
to the local community at an enormous cost in human lives and suffering. How can we 
decide if on balance the economic benefi t brought by this plant outweighed the 
potential safety hazards? 

 After reading this chapter, you 
will be able to 
  •   Discuss several ethical 

 theories  

  •   See how these theories can 
be applied to engineering 
situations.   

     Objectives 

 Understanding 
Ethical Problems 3  

  C H A P T E R
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 In order to answer this question and analyze other engineering ethics cases, we 
need a framework for analyzing ethical problems. Codes of ethics can be used as an 
aid in  analyzing ethical issues. In this chapter, we will examine moral theories and 
see how they can also be used as a means for analyzing ethical cases such as the 
Bhopal disaster.   

     3.1   INTRODUCTION 

 In this chapter, we will develop moral theories that can be applied to the ethical 
problems confronted by engineers. Unfortunately, a thorough and in-depth discus-
sion of all possible ethical theories is beyond the scope of this text. Rather, some 
important theories will be developed in suffi cient detail for use in analyzing cases. 

 Our approach to ethical problem solving will be similar to problem-solving strat-
egies in other engineering classes. To learn how to build a bridge, you must fi rst 
learn the basics of physics and then apply this knowledge to engineering statics and 
dynamics. Only when the basic understanding of these topics has been acquired can 
problems in structures be solved and bridges built. Similarly, in ethical problem solv-
ing, we will need some knowledge of ethical theory to provide a framework for 
understanding and reaching solutions in ethical problems. In this chapter, we will 
develop this theoretical framework and apply it to an engineering case. We will begin 
by looking at the origins of Western ethical thinking.  

  3.2   A BRIEF HISTORY OF ETHICAL THOUGHT 

 It is impossible in this text to give a complete history of ethical thinking. Numerous 
books, some of them quite lengthy, have already been written on this subject. 
However, it is instructive to give a brief outline of the origins and development of 
the ethical principles that will be applied to engineering practice. 

 The moral and ethical theories that we will be applying in engineering ethics 
are derived from a Western cultural tradition. In other words, these ideas origi-
nated in the Middle East and Europe. Western moral thought has not come down 
to us from just a single source. Rather, it is derived both from the thinking of the 
ancient Greeks and from ancient religious thinking and writing, starting with 
Judaism and its foundations. 

 Although it is easy to think of these two sources as separate, there was a great deal 
of infl uence on ancient religious thought by the Greek philosophers. The written 
sources of the Jewish moral traditions are the Torah and the Old Testament of the 
Bible and their enumeration of moral laws, including the Ten Commandments. 
Greek ethical thought originated with the famous Greek philosophers that are com-
monly studied in freshman philosophy classes, principally Socrates and Aristotle, who 
discussed ethics at great length in his  Nichomachean Ethics.  Greek philosophic ideas 
were melded together with early Christian and Jewish thought and were spread 
throughout Europe and the Middle East during the height of the Roman Empire. 

 Ethical ideas were continually refi ned during the course of history. Many great 
thinkers have turned their attention to ethics and morals and have tried to provide 
insight into these issues through their writings. For example, philosophers such as 
Locke, Kant, and Mill wrote about moral and ethical issues. The thinking of these 
philosophers is especially important for our study of engineering ethics, since they 
did not rely on religion to underpin their moral thinking. Rather, they acknowledged 
that moral principles are universal, regardless of their origin, and are applicable even 
in secular settings. 
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 Many of the moral principles that we will discuss have also been codifi ed and 
handed down through the law. So, in discussing engineering ethics, there is a large 
body of thinking—philosophical, legal, and religious—to draw from. However, even 
though there are religious and legal origins of many of the moral principles that we 
will encounter in our study of engineering ethics, it is important to acknowledge 
that ethical conduct is fundamentally grounded in a concern for other people. It is 
not just about law or religion.  

  3.3   ETHICAL THEORIES 

 In order to develop workable ethical problem-solving techniques, we must fi rst look 
at several theories of ethics in order to have a framework for decision making. 
Ethical problem solving is not as cut and dried as problem solving in engineering 
classes. In most engineering classes, there is generally just one theory to consider 
when tackling a problem. In studying engineering ethics, there are several theories 
that will be considered. The relatively large number of theories doesn’t indicate a 
weakness in theoretical understanding of ethics or a “fuzziness” of ethical thinking. 
Rather, it refl ects the complexity of ethical problems and the diversity of approaches 
to ethical problem solving that have been developed over the centuries. 

 Having multiple theories to apply actually enriches the problem-solving pro-
cess, allowing problems to be looked at from different angles, since each theory 
stresses different aspects of a problem. Even though we will use multiple theories to 
examine ethical problems, each theory applied to a problem will not necessarily 
lead to a different solution. Frequently, different theories yield the same solution. 
Our basic ethical problem-solving technique will utilize different theories and 
approaches to analyze the problem and then try to determine the best solution. 

  3.3.1   What Is a Moral Theory? 

 Before looking more closely at individual moral theories, we should start with a 
defi nition of what a moral theory is and how it functions. A moral theory defi nes 
terms in uniform ways and links ideas and problems together in consistent ways 
[ Harris, Pritchard, and Rabins, 2000 ]. This is exactly how the scientifi c theories 
used in other engineering classes function. Scientifi c theories also organize ideas, 
defi ne terms, and facilitate problem solving. So, we will use moral theories in exactly 
the same way that engineering theories are used in other classes. 

 There are four ethical theories that will be considered here, each differing 
according to what is held to be the most important moral concept.  Utilitarianism  seeks 
to produce the most utility, defi ned as a balance between good and bad consequences 
of an action, taking into account the consequences for everyone affected. A different 
approach is provided by  duty ethics.  Duty ethics contends that there are duties that 
should be performed (for example, the duty to treat others fairly or the duty not to 
injure others) regardless of whether these acts lead to the most good.  Rights ethics  
emphasizes that we all have moral rights, and any action that violates these rights is 
ethically unacceptable. Like duty ethics, the ultimate overall good of the actions is not 
taken into account. Finally,  virtue ethics  regards actions as right that manifest good 
character traits (virtues) and regards actions as bad that display bad character traits 
(vices); this ethical theory focuses on the type of person we should strive to be.  

  3.3.2   Utilitarianism 

 The fi rst of the moral theories that will be considered is utilitarianism. Utilitarianism 
holds that those actions are good that serve to maximize human well-being. The 
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emphasis in utilitarianism is not on maximizing the well-being of the individual, but 
rather on maximizing the well-being of society as a whole, and as such it is some-
what of a collectivist approach. An example of this theory that has been played out 
in this country many times over the past century is the building of dams. Dams 
often lead to great benefi t to society by providing stable supplies of drinking water, 
fl ood control, and recreational opportunities. However, these benefi ts often come 
at the expense of people who live in areas that will be fl ooded by the dam and are 
required to fi nd new homes, or lose the use of their land. Utilitarianism tries to bal-
ance the needs of society with the needs of the individual, with an emphasis on what 
will provide the most benefi t to the most people. 

 Utilitarianism is fundamental to many types of engineering analysis, including 
risk–benefi t analysis and cost–benefi t analysis, which we will discuss later. However, 
as good as the utilitarian principle sounds, there are some problems with it. First, as 
seen in the example of the building of a dam, sometimes what is best for everyone 
may be bad for a particular individual or a group of individuals. An example of this 
problem is the Waste Isolation Pilot Plant (WIPP) near Carlsbad, New Mexico. 
WIPP is designed to be a permanent repository for nuclear waste generated in the 
United States. It consists of a system of tunnels bored into underground salt forma-
tions. These salt beds are considered by geologists to be extremely stable, especially 
to incursion of water which could lead to seepage of the nuclear wastes into ground-
water. However, there are many who oppose this facility, principally on the grounds 
that transportation of the wastes across highways has the potential for accidents that 
might cause health problems for people living near these routes. 

 An analysis of WIPP using utilitarianism might indicate that the disposal of 
nuclear wastes is a major problem hindering the implementation of many useful 
technologies, including medicinal uses of radioisotopes and nuclear generation of 
electricity. Solution of this waste disposal problem will benefi t society by providing 
improved health care and more plentiful electricity. The slight potential for adverse 
health effects for individuals living near the transportation routes is far outweighed 
by the overall benefi ts to society. So, WIPP should be allowed to open. As this exam-
ple demonstrates, the utilitarian approach can seem to ignore the needs of indi-
viduals, especially if these needs seem relatively insignifi cant. 

 Another objection to utilitarianism is that its implementation depends greatly 
on knowing what will lead to the most good. Frequently, it is impossible to know 
exactly what the consequences of an action are. It is often impossible to do a com-
plete set of experiments to determine all of the potential outcomes, especially when 
humans are involved as subjects of the experiments. So, maximizing the benefi t to 
society involves guesswork and the risk that the best guess might be wrong. Despite 
these objections, utilitarianism is a valuable tool for ethical problem solving, provid-
ing one way of looking at engineering ethics cases. 

 Before ending our discussion of utilitarianism, it should be noted that there are 
many fl avors of the basic tenets of utilitarianism. Two of these are act utilitarianism 
and rule utilitarianism. Act utilitarianism focuses on individual actions rather than 
on rules. The best known proponent of act utilitarianism was John Stuart Mill 
(1806–1873), who felt that most of the common rules of morality (e.g., don’t steal, 
be honest, don’t harm others) are good guidelines derived from centuries of human 
experience. However, Mill felt that individual actions should be judged based on 
whether the most good was produced in a given situation, and rules should be bro-
ken if doing so will lead to the most good. 

 Rule utilitarianism differs from act utilitarianism in holding that moral rules are 
most important. As mentioned previously, these rules include “do not harm others” and 
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“do not steal.” Rule utilitarians hold that although adhering to these rules might not 
always maximize good in a particular situation, overall, adhering to moral rules will 
ultimately lead to the most good. Although these two different types of utilitarianism 
can lead to slightly different results when applied in specifi c situations, in this text, we 
will consider these ideas together and not worry about the distinctions between the two.    

  3.3.3   Cost–Benefi t Analysis 

 One tool often used in engineering analysis, especially when trying to determine 
whether a project makes sense, is cost–benefi t analysis. Fundamentally, this type of 
analysis is just an application of utilitarianism. In cost–benefi t analysis, the costs of a 

John Stuart Mill, a leading philosopher of utilitarianism. Courtesy of the Library of 
Congress.
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project are assessed, as are the benefi ts. Only those projects with the highest ratio of 
benefi ts to costs will be implemented. This principle is similar to the utilitarian goal 
of maximizing the overall good. 

 As with utilitarianism, there are pitfalls in the use of cost–benefi t analysis. While 
it is often easy to predict the costs for most projects, the benefi ts that are derived 
from them are often harder to predict and to assign a dollar value to. Once dollar 
amounts for the costs and benefi ts are determined, calculating a mathematical ratio 
may seem very objective and therefore may appear to be the best way to make a 
decision. However, this ratio can’t take into account many of the more subjective 
aspects of a decision. For example, from a pure cost–benefi t discussion, it might 
seem that the building of a dam is an excellent idea. But this analysis won’t include 
other issues such as whether the benefi ts outweigh the loss of a scenic wilderness 
area or the loss of an endangered species with no current economic value. Finally, it 
is also important to determine whether those who stand to reap the benefi ts are 
also those who will pay the costs. It is unfair to place all of the costs on one group 
while another reaps the benefi ts. 

 It should be noted that although cost–benefi t analysis shares many similarities 
with utilitarianism, cost–benefi t analysis isn’t really an ethical analysis tool. The goal 
of an ethical analysis is to determine what the ethical path is. The goal of a cost–
benefi t analysis is to determine the feasibility of a project based on costs. When 
looking at an ethical problem, the fi rst step should be to determine what the right 
course of action is and then factor in the fi nancial costs in choosing between ethical 
alternatives.  

  3.3.4   Duty Ethics and Rights Ethics 

 Two other ethical theories—duty ethics and rights ethics—are similar to each other 
and will be considered together. These theories hold that those actions are good 
that respect the rights of the individual. Here, good consequences for society as a 
whole are not the only moral consideration. 

 A major proponent of duty ethics was Immanuel Kant (1724–1804), who held 
that moral duties are fundamental. Ethical actions are those actions that could be 
written down on a list of duties: be honest, don’t cause suffering to other people, be 
fair to others, etc. These actions are our duties because they express respect for 
persons, express an unqualifi ed regard for autonomous moral agents, and are uni-
versal principles [ Schinzinger and Martin, 2000 ]. Once one’s duties are recognized, 
the ethically correct moral actions are obvious. In this formulation, ethical acts are 
a result of proper performance of one’s duties. 

 Rights ethics was largely formulated by John Locke (1632–1704), whose state-
ment that humans have the right to life, liberty, and property was paraphrased in 
the Declaration of Independence of the soon-to-be United States of America in 
1776. Rights ethics holds that people have fundamental rights that other people 
have a duty to respect. 

 Duty ethics and rights ethics are really just two different sides of the same coin. 
Both of these theories achieve the same end: Individual persons must be respected, 
and actions are ethical that maintain this respect for the individual. In duty ethics, 
people have duties, an important one of which is to protect the rights of others. 
And in rights ethics, people have fundamental rights that others have duties to 
 protect. 

 As with utilitarianism, there are problems with the duty and rights ethics theo-
ries that must be considered. First the basic rights of one person (or group) may 
confl ict with the basic rights of another group. How do we decide whose rights have 
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priority? Using our previous example of the building of a dam, people have the 
right to use their property. If their land happens to be in the way of a proposed 
dam, then rights ethics would hold that this property right is paramount and is suf-
fi cient to stop the dam project. A single property holder’s objection would require 
that the project be terminated. However, there is a need for others living in nearby 
communities to have a reliable water supply and to be safe from continual fl ooding. 
Whose rights are paramount here? Rights and duty ethics don’t resolve this confl ict 
very well; hence, the utilitarian approach of trying to determine the most good is 
more useful in this case.   

 The second problem with duty and rights ethics is that these theories don’t 
always account for the overall good of society very well. Since the emphasis is on the 
individual, the good of a single individual can be paramount compared to what is 

Immanuel Kant, a German philosopher whose work included early formulations of duty 
ethics. Courtesy of the Library of Congress.
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good for society as a whole. The WIPP case discussed before illustrates this problem. 
Certainly, people who live along the route where the radioactive wastes will be trans-
ported have the right to live without fear of harm due to accidental spills of hazardous 
waste. But the nation as a whole will benefi t from the safe disposal of these wastes. 
Rights ethics would come down clearly on the side of the individuals living along the 
route despite the overall advantage to society. 

 Already it is clear why we will be considering more than one ethical theory in 
our discussion of engineering cases. The theories already presented clearly repre-
sent different ways of looking at ethical problems and can frequently arrive at differ-
ent solutions. Thus, any complete analysis of an ethical problem must incorporate 
multiple theories if valid conclusions are to be drawn.  

  3.3.5   Virtue Ethics 

 Another important ethical theory that we will consider is virtue ethics. Fundamentally, 
virtue ethics is interested in determining what kind of people we should be. Virtue 
is often defi ned as moral distinction and goodness. A virtuous person exhibits good 
and benefi cial qualities. In virtue ethics, actions are considered right if they support 
good character traits (virtues) and wrong if they support bad character traits (vices) 
[ Schinzinger and Martin, 2000 ]. Virtue ethics focuses on words such as responsibil-
ity, honesty, competence, and loyalty, which are virtues. Other virtues might include 
trustworthiness, fairness, caring, citizenship, and respect. Vices could include dis-
honesty, disloyalty, irresponsibility, or incompetence. As you can see, virtue ethics is 
closely tied to personal character. We do good things because we are virtuous  people 
and seek to enhance these character traits in ourselves and in others. 

 In many ways, this theory may seem to be mostly personal ethics and not par-
ticularly applicable to engineering or professional ethics. However, personal moral-
ity cannot, or at any rate should not, be separated from professional morality. If a 
behavior is virtuous in the individual’s personal life, the behavior is virtuous in his 
or her professional life as well. 

 How can virtue ethics be applied to business and engineering situations? This 
type of ethical theory is somewhat trickier to apply to the types of problems that we 
will consider, perhaps because virtue ethics seems less concrete and less susceptible 
to rigorous analysis and because it is harder to describe nonhuman entities such as 
a corporation or government in terms of virtue. However, we can use virtue ethics 
in our engineering career by answering questions such as: Is this action honest? Will 
this action demonstrate loyalty to my community and/or my employer? Have I acted 
in a responsible fashion? Often, the answer to these questions makes the proper 
course of action obvious. To use virtue ethics in an analysis of an ethical problem, 
you should fi rst identify the virtues or vices that are applicable to the situation. 
Then, determine what course of action each of these suggests. 

 As with any ethical theory, it is important to be careful in applying virtue ethics. 
Problems can arise with words that on the face seem to be virtues, but can actually 
lead to vices. For example, the concept of “honor” has been around for centuries 
and is often viewed positively. One sense of the word “honor” is a code of dignity, 
integrity, and pride. Honor may seem like a very positive thing, especially the aspects 
related to integrity. But the aspects related to pride can often have negative conse-
quences. There are numerous examples in history of wars that have been fought 
and atrocities committed in order to preserve the honor of an individual or a 
nation. Individuals have often committed crimes as a way of preserving their honor. 
In using virtue ethics, it is important to ensure that the traits you identify as virtues 
are indeed virtuous and will not lead to negative consequences.  
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  3.3.6   Personal vs. Corporate Morality 

 This is an appropriate place to discuss a tricky issue in engineering ethics: Is there a 
distinction between the ethics practiced by an individual and the ethics practiced by 
a corporation? Put another way, can a corporation be a moral agent as an individual 
can? This is a question that is central to many discussions of business and engineer-
ing ethics. If a corporation has no moral agency, then it cannot be held accountable 
for its actions, although sometimes individuals within a company can be held 
accountable. The law is not always clear on the answer to this question and can’t be 
relied upon to resolve the issue. 

 This dilemma comes most sharply into focus in a discussion of virtue ethics. 
Can a company truly be expected to display honesty or loyalty? These are strictly 
human traits and cannot be ascribed to a corporation. In the strictest defi nition of 
moral agency, a company cannot be a moral agent, and yet companies have many 
dealings with individuals or groups of people. 

 How, then, do we resolve this problem? In their capacity to deal with individuals, 
corporations should be considered pseudo-moral agents and should be held account-
able in the same way that individuals are, even if the ability to do this within the legal 
system is limited. In other words, with regard to an ethical problem, responsibility for 
corporate wrongdoing shouldn’t be hidden behind a corporate mask. Just because it 
isn’t really a moral agent like a person doesn’t mean that a corporation can do what-
ever it pleases. Instead, in its interactions with individuals or communities, a corpora-
tion must respect the rights of individuals and should exhibit the same virtues that we 
expect of individuals. 

 Some insight into how the legal system views the moral status of corporations 
came in the Supreme Court decision in  Citizens United v. Federal Election Commission , 
handed down in 2010. This case was in response to a federal law that limited the 
ability of corporations to contribute money to the campaigns of political candi-
dates. The Supreme Court held that corporations have a free-speech right to con-
tribute to political campaigns just like individual citizens do, and that this right was 
being infringed upon by the federal law. Basically, the court said that corporations 
are like individuals and have some of the same rights.  

  3.3.7   Which Theory to Use? 

 Now that we have discussed four different ethical theories, the question arises: How 
do we decide which theory is applicable to a given problem? The good news is that 
in solving ethical problems, we don’t have to choose from among these theories. 
Rather, we can use all of them to analyze a problem from different angles and see 
what result each of the theories gives us. This allows us to examine a problem from 
different perspectives to see what conclusion each one reaches. Frequently, the 
result will be the same even though the theories are very different. 

 Take, for example, a chemical plant near a small city that discharges a hazardous 
waste into the groundwater. If the city takes its water from wells, the water supply for 
the city will be compromised and signifi cant health problems for the community 
may result. Rights ethics indicates that this pollution is unethical, since it causes 
harm to many of the residents. A utilitarian analysis would probably also come to the 
same conclusion, since the economic benefi ts of the plant would almost certainly be 
outweighed by the negative effects of the pollution and the costs required to ensure 
a safe municipal water supply. Virtue ethics would say that discharging wastes into 
groundwater is irresponsible and harmful to individuals and so shouldn’t be done. 
In this case, all of the ethical theories lead to the same conclusion. 
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 What happens when the different theories seem to give different answers? This 
scenario can be illustrated by the discussion of WIPP presented previously. Rights 
ethics indicated that transporting wastes through communities is not a good idea, 
whereas utilitarianism concluded that WIPP would be benefi cial to society as a 
whole. This is a trickier situation, and the answers given by each of the theories 
must be examined in detail, compared with each other, and carefully weighed. 
Generally, rights and duty ethics should take precedence over utilitarian considera-
tions. This is because the rights of individuals should receive relatively stronger 
weight than the needs of society as a whole. For example, an action that led to the 
death of even one person is generally viewed very negatively, regardless of the over-
all benefi t to society. After thorough analysis using all of the theories, a balanced 
judgment can be formed.   

  3.4   NON-WESTERN ETHICAL THINKING 

 It is tempting to think that the ethical theories that have been described here are 
applicable only in business relations within cultures that share our Western ethical 
traditions: Europe and the Americas. Since the rest of the world has different foun-
dations for its ethical systems, it might seem that what we learn here won’t be appli-
cable in our business dealings in, for example, Japan, India, Africa, or Saudi Arabia. 
However, this thinking is incorrect. Ethics is not geographic or cultural. Indeed, 
ethical thinking and standards have developed similarly around the world and is 
not dependent on a Western cultural or religious tradition. Since the engineering 
workforce in the United States is international, and since engineering itself is a 
global profession with engineers from differing cultural backgrounds working 
together all over the world, it is important that we understand the origins of ethical 
thinking from places outside the Western world. 

 A detailed understanding of ethical thinking from cultures around the world is 
well beyond the scope (or page limit!) of a book such as this. So we will look at the 
ethical thinking in a few representative cultural/religious traditions—Chinese, Indian, 
Islamic, and Buddhist—and will attempt to see how these ethical principles infl uence 
the ethics of engineering practice in these cultures. In trying to do this in a few para-
graphs, we will of necessity oversimplify ethical traditions that have developed over 
centuries, and which are not monolithic, but rather have evolved rich and varied inter-
pretations and meanings over the centuries as they have matured, and expanded into 
new cultural groups. Despite the diversity of origins of ethical philosophy, we will see 
that the ethical concepts governing engineering practice are similar regardless of 
where engineers practice. 

 For example, ethical principles in Arab countries are grounded in the tradi-
tions of their religion, Islam. Islam is one of the three major monotheistic religions, 
along with Christianity and Judaism. It is surprising to many Westerners that Islam, 
which developed in the Middle East just as Judaism and Christianity did, shares 
many prophets and religious concepts with the other two monotheistic religions. 
The foundations of ethical principles relating to engineering and business in 
Islamic countries are thus very similar to those in Western countries. Although cul-
tural practices may vary when dealing with the many Islamic nations that stretch 
from Africa and the Middle East to Southeast Asia, the same ethical principles that 
apply in Western countries are applicable. 

 Similarly, ethical principles of Hindus, Buddhists, and practitioners of all the world’s 
major religions are similar. Although the ethical principles in other cultures may be 
derived in different ways, the results are generally the same regardless of culture. 
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 Personal ethics are not determined by geography. Personal and business behav-
ior should be the same regardless of where you happen to be on a given day. For 
example, few would fi nd the expression “When in Rome, do as the Romans do” 
applicable to personal morality. If you believe that being deceptive is wrong, cer-
tainly it is no less wrong when you are dealing with a (hypothetical) culture where 
this behavior is not considered to be bad. Thus, the ethics that we discuss in this 
book will be applicable regardless of where you are doing business. 

  3.4.1   Chinese Ethical Traditions 

 Chinese ethical philosophy originates with the writings of Kongzi, more commonly 
known in the West by his Latinized name, Confucius, who lived from 551 to 479 BCE 
in what is now the southern portion of Shandong province in China. Confucius’ writ-
ten works refl ect a practical rather than a theoretical approach to moral problems, 
unlike Western philosophy after Plato that emphasizes more theoretical thinking. 
This way of thinking is often called “pre-theoretical.” Confucian ethics emphasizes 
the role of ideal character traits. As such, it has much in common with the Western 
concept of virtue ethics. 

 Confucian ethics emphasizes the importance of balancing individual rights 
with the needs of the larger community, often expressed through a sense of mutual 
respect. In trying to balance individual and group rights, Confucianism emphasizes 
the fact that this is not an either/or proposition: either individual rights are para-
mount or the rights of society as a whole are paramount. Rather Confucianism 
emphasizes the interdependence of the group and the individual. In other words, 
the individual depends on the group and so must take group concerns into account, 
but also the group must recognize its dependence on individuals and must respect 
individual rights. In acknowledging this interdependence, Confucianism mirrors 
the tension inherent in trying to balance the Western concepts of utilitarianism and 
rights or duty ethics [ Wong, 2008 ]. 

 How might Confucian ethics inform our decision making as engineers? First, its 
emphasis on virtues and the importance of leading a virtuous life speaks very 
directly to the engineering profession especially in terms of integrity, honesty, and 
other core values of engineers. It also speaks toward ensuring that we do not harm 
others by our actions. In its sense of the interdependence of individual and group 
rights, Confucianism speaks to the need for engineers to balance respect for individuals 
with the needs of society in making design decisions.  

  3.4.2   Indian Ethics 

 The philosophical traditions of the Indian subcontinent are the oldest surviving 
written philosophical systems in human civilization. Discussing Indian philosophy 
and Indian ethics are made very diffi cult by the diversity and richness of the various 
cultures that make up the modern nation of India, each with its own literature and 
philosophical background. Indian philosophical and ethical thinking have their 
origins in the ancient texts known as the Vedas, further developed through the 
Upanishads, Jainism, Buddhism, and also expressed in the Bhagavad-Gita. These 
ancient traditions continue to inform current philosophical thinking in India, 
though more contemporary thinkers such as Tagore, Gandhi, and Nehru have 
adapted these traditions to the modern world [ Sharma and Daugert, 1965 ]. 

 Indian philosophy and ethics, like many other non-Western philosophies, 
focuses less on the theoretical and intellectual aspects of philosophy, and more on 
the practical and the spiritual. “Indian ethics, instead of analyzing the nature of 
good, lays down practical means of attaining a life of perfection . . .” [ Sharma and 
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Daugert, 1965 ]. This practical orientation speaks directly to our interest in ethics; 
nothing could be more practical than the ethical concerns about human social 
behavior. In a very general way, like Chinese ethics, Indian ethical philosophy has 
much in common with virtue ethics discussed in Western ethical traditions. For 
example, “the Bhagavad-Gita mentions the virtues of non-violence, truth, freedom 
from anger, renunciation, tranquility, aversion to fault-fi nding, compassion to living 
beings, freedom from greed, gentleness, modesty, steadfastness, forgiveness, purity, 
freedom from malice; and excessive pride, anger, harshness, and ignorance” 
[ Sharma and Daugert, 1965 ]. These virtues are similar to those discussed by Western 
philosophers, and in the same way can be thought of as leading to good or bad 
character traits. 

 How do Indian philosophical and ethical traditions speak to modern engineer-
ing practice? The emphasis on the practical everyday nature of philosophy directly 
speaks to modern engineers and engineering practice. In addition, the emphasis on 
reinforcing virtues and avoiding vices directly mirrors the language used in modern 
engineering codes of ethics. Indeed, codes of ethics of engineering professional 
societies in India are basically the same as those in Western countries. Of course, this 
is partly due to the international nature of the engineering profession, but certainly 
also refl ects ancient Indian ethical thinking applied to the modern world. An exam-
ple of a code of ethics from an Indian engineering society is shown in Appendix I.  

  3.4.3   Muslim Ethics 

 The early Muslim philosophers who formulated the foundations of Muslim ethical 
thinking were infl uenced by the early Greek philosophers, such as Aristotle, whose 
works had been translated into Arabic and were available throughout what is now 
known as the Middle East. So Muslim ethics can be considered a cousin to many 
Western ethical traditions. 

 Broadly speaking, Muslim ethics have much in common with what Western phi-
losophers refer to as virtue ethics. For Muslim philosophers, ethics is derived from 
principles set forth in the Qur’an. Specifi c virtues mentioned in the Qur’an are 
humility, honesty, giving to the poor, kindness, and trustworthiness. Very clearly 
honesty and trustworthiness are important virtues for those practicing a profession 
such as engineering, and indeed are articulated in the codes of ethics of the engi-
neering societies in the United States. It’s also not much of a stretch to see how 
humility and kindness can be applied to professional practice. The Qur’an also 
mentions vices such as boasting, blasphemy, and slander [ Donaldson, 1963 ]. While 
blasphemy is only applicable in a religious context, the other two vices do speak to 
engineering professional practice. For example, the engineering codes of ethics 
discuss making accurate and realistic claims based on available data and prohibit 
engineers from making false claims about other engineers. 

 Thus, it seems that although some of the roots of ethical thinking common in 
the Islamic world are different from those in the Western world, the way Islamic eth-
ics impacts engineering professional practice is the same as that of Western ethics. 
Indeed, the codes of ethics of professional engineering societies in the Middle East 
are similar and frequently overlap those from the United States, as can be seen in 
Appendix A.  

  3.4.4   Buddhist Ethics 

 Buddhism had its origins between the 6th and 4th centuries BCE in India and is 
based on the teachings of Siddhartha Guatama also known as Buddha. Buddhist 
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teachings come down to us through various ancient religious and philosophical 
writings in Sanskrit, and through subsequent interpretations and thought regard-
ing these ancient works. Buddhism was very infl uential outside of India and is the 
dominant religious tradition in nations of the Far East such as Japan, China, Tibet, 
Korea, Vietnam, and Cambodia. In India, Buddhism is less widely practiced today 
than are other religious traditions such as Hinduism. 

 Like other formulations of ethical thinking in non-Western societies, Buddhist 
ethics can appear to be similar to the Western concept of virtue ethics. Buddhist’s 
speak of fi ve major vices: destruction of life, taking what is not given, licentiousness, 
lying, and taking intoxicants. Buddhism also speaks of virtues such as friendship, spir-
itual development, learning, mastery of skills, fi lial piety, generosity, diligence, 
patience, and a sense of proportion or limits [ref to Dharmasiri book]. Buddhist 
teachings also emphasize the basic equality of mankind, and the interdependence 
of people on each other as well as our dependence on nature. Clearly, these virtues 
and vices have much in common with the virtue ethics systems developed by Western 
thinkers [ Dharmasiri, 1989 ]. 

 Equally clear is how many of these virtues and vices speak to our roles in the 
engineering profession. For example, the desire to avoid destruction of life tells us 
that the safety of those who will use products and structures based on our engineer-
ing work is important and closely parallels the statements in codes of ethics that tell 
us to keep paramount the health and safety of the public. Likewise, the Buddhist 
teachings against the vices of theft and lying have parallels in the codes of ethics 
relating to honesty and integrity. We should also examine the role that the Buddhist 
virtues of learning, mastery of skills, and diligence have in relation to engineering 
practice. The engineering codes of ethics often discuss the importance of continu-
ous development of an engineer’s skills, and supporting others in developing their 
skills. It is interesting to note that many of those involved in the origins of the envi-
ronmental movement beginning in the 1970s based their ideas on the Buddhist 
principals of the sense of limits and human’s basic interdependence with nature. 
Thus, the ideas regarding protecting the environment and sustainable develop-
ment that appear in the most recent versions of the codes of ethics of professional 
engineering societies are similar to ideas found in Buddhist teachings. As with other 
non-Western professional engineering societies, those based in predominantly 
Buddhist countries are very similar to those of Western countries as can be seen in 
the codes of ethics reproduced in Appendix A.  

  3.4.5   Engineering Codes of Ethics in non-Western Countries 

 Although ethical thinking throughout the world has originated in various ways 
and has diverse language and terminology, the results are similar across cultures. 
How then are the ethical principles of differing cultures expressed when applied 
to professional ethics in general, and codes of ethics specifi cally? It seems that 
the concept of a formal code of ethics is a Western creation designed to serve the 
needs of professional communities. However, engineers around the world have 
recognized the value of codes of ethics in expressing shared values and ideas on 
engineering practice. Indeed, many of the codes of ethics for engineering pro-
fessional practice borrow heavily and sometimes even use the exact wording of 
the codes of ethics of the U.S. engineering societies. In addition, some of the 
engineering societies, such as the IEEE, already have an international reach and 
their code of ethics is widely recognized and adhered to by electrical engineers 
worldwide. 
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  The Disaster at Bhopal 

 On the night of December 2, 1984, a leak developed in a storage tank at a Union 
Carbide chemical plant in Bhopal, India. The tank contained 10,000 gallons of 
MIC, a highly toxic chemical used in the manufacture of pesticides, such as Sevin. 
The leak sent a toxic cloud of gas over the surrounding slums of Bhopal, resulting 
in the death of over 2,000 people, and injuries to over 200,000 more. 

 The leak was attributed to the accidental pouring of water into the tank. Water 
reacts very vigorously with MIC, causing heating of the liquid. In Bhopal, the mix-
ing of water with MIC increased the temperature of the liquid in the tank to an 
estimated 400°F. The high temperature caused the MIC to vaporize, leading to a 
build-up of high pressure within the tank. When the internal pressure became high 
enough, a pressure-relief valve popped open, leaking MIC vapors into the air. 

 The water had probably been introduced into the tank accidentally. A utility 
station on the site contained two pipes side by side. One pipe carried nitrogen, 
which was used to pressurize the tank to allow the liquid MIC to be removed. The 
other pipe contained water. It appears that instead of connecting the nitrogen pipe, 
someone accidentally connected the water pipe to the MIC tank. The accident was 
precipitated when an estimated 240 gallons of water were injected into the MIC 
storage tank. 

 As with many of the disasters and accidents that we study in this book, there was 
not just one event that led to the disaster, but rather there were several factors that 
contributed to this accident. Any one of these factors alone probably wouldn’t have 
led to the accident, but the combination of these factors made the accident almost 
inevitable and the consequences worse. A major factor in this accident was the cur-
tailment of plant maintenance as part of a cost-cutting effort. The MIC storage tank 
had a refrigeration unit on it, which should have helped to keep the tank tempera-
tures closer to normal, even with the water added, and might have prevented the 
vaporization of the liquid. However, this refrigeration unit had stopped working 
fi ve months before the accident and hadn’t yet been repaired. 

 The tank also was equipped with an alarm that should have alerted plant work-
ers to the dangerous temperatures; this alarm was improperly set, so no warning was 
given. The plant was equipped with a fl are tower. This is a device designed to burn 
vapors before they enter the atmosphere, and it would have been able to at least 
reduce, if not eliminate, the amount of MIC reaching the surrounding neighbor-
hood. The fl are tower was not functioning at the time of the accident. Finally, a 
scrubber that was used to neutralize toxic vapors was not activated until the vapor 
release was already in progress. Some investigators pointed out that the scrubber 
and fl are systems were probably inadequate, even had they been functioning. 
However, had any of these systems been functioning at the time of the accident, the 
disaster could have at least been mitigated, if not completely averted. The fact that 
none of them were operating at the time ensured that once the water had been 
mistakenly added to the MIC tank, the ensuing reaction would proceed undetected 
until it was too late to prevent the accident. 

 It is unclear on whom the ultimate blame for this accident should be laid. The 
plant designers clearly did their job by anticipating problems that would occur and 
installing safety systems to prevent or mitigate potential accidents. The manage-
ment of the plant seems obviously negligent. It is sometimes necessary for some 
safety features to be taken off-line for repair or maintenance. But to have all of the 
safety systems inoperative simultaneously is inexcusable. Union Carbide also seems 



Chapter 3 Understanding Ethical Problems 51

negligent in not preparing a plan for notifying and evacuating the surrounding 
population in the event of an accident. Such plans are standard in the United States 
and are often required by local ordinance. 

 Union Carbide was unable to say that such an accident was unforeseeable. 
Leaky valves in the MIC system had been a problem at the Bhopal plant on at least 
six occasions before the accident. One of these gas leaks involved a fatality. 
Moreover, Union Carbide had a plant in Institute, West Virginia, that also produced 
MIC. The experience in West Virginia was similar to that in Bhopal before the acci-
dent. There had been a total of 28 leaks of MIC over the previous fi ve years, none 
leading to any serious problems. An internal Union Carbide memo from three 
months before the Bhopal accident warned of the potential for a runaway reaction 
in MIC storage tanks in West Virginia and called into question the adequacy of 
emergency plans at the plants. The memo concluded that “a real potential for a 
serious incident exists” [ US News and World Report , Feb. 4, 1985, p. 12]. Apparently, 
these warnings had not been transmitted to the plant in India. 

 Ultimately, some share of the blame must be borne by the Indian government. 
Unlike in most Western nations, there was very little in the way of safety standards 
under which U.S. corporations must operate. In fact, third-world countries have 
often viewed pollution control and safety regulation as too expensive, and attempts 
by the industrialized nations to enforce Western-style safety and environmental 
 regulations worldwide are regarded as attempts to keep the economies of develop-
ing countries backward [ Atlantic Monthly , March 1987, p. 30]. In addition, the local 
government had no policy or zoning forbidding squatters and others from living so 
close to a plant where hazardous compounds are stored and used. The bulk of the 
blame goes to Union Carbide for failure to adequately train and supervise its Indian 
employees in the maintenance and safety procedures that are taken for granted in 
similar plants in the United States. 

 In the aftermath of the accident, lawsuits totaling over $250 billion were fi led 
on behalf of the victims of the accident. Union Carbide committed itself to ensur-
ing that the victims of the accident were compensated in a timely fashion. Union 
Carbide also helped set up job training and relocation programs for the victims of 
the accident. Ultimately, it has been estimated that approximately 10,000 of those 
injured in the accident will suffer some form of permanent damage [ Atlantic 
Monthly , March 1987, p. 30].  

  The Aberdeen Three 

 The Aberdeen Three is one of the classic cases often used in engineering ethics 
classes and texts to illustrate the importance of environmental protection and the 
safety of workers exposed to hazardous and toxic chemicals. The Aberdeen Proving 
Ground is a U.S. Army weapons development and test center located on a military 
base in Maryland with no access by civilian nonemployees. Since World War II, 
Aberdeen has been used to develop and test chemical weapons. Aberdeen has also 
been used for the storage and disposal of some of these chemicals. 

 This case involves three civilian managers at the Pilot Plant at the Proving 
Grounds: Carl Gepp, manager of the Pilot Plant; William Dee, who headed the 
chemical weapons development team; and Robert Lentz, who was in charge of 
developing manufacturing processes for the chemical weapons [ Weisskopf, 1989 ]. 
Between 1983 and 1986, inspections at the Pilot Plant indicated that there were seri-
ous safety hazards. These hazards included carcinogenic and fl ammable substances 
left in open containers, chemicals that can become lethal when mixed together 
being stored in the same room, barrels of toxic chemicals that were leaking, and 
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unlabeled containers of chemicals. There was also an external tank used to store 
sulfuric acid that had leaked 200 gallons of acid into a local river. This incident trig-
gered state and federal safety investigations that revealed inadequate chemical 
retaining dikes and a system for containing and treating chemical hazards that was 
corroded and leaking. 

 In June of 1988, the three engineer/managers were indicted for violation of 
RCRA, the Resource Conservation and Recovery Act. RCRA had been passed by 
Congress in 1976 and was intended to provide incentives for the recovery of impor-
tant resources from wastes, the conservation of resources, and the control of the 
disposal of hazardous wastes. RCRA banned the dumping of solid hazardous wastes 
and included criminal penalties for violations of hazardous-waste disposal guide-
lines. The three managers claimed that they were not aware that the plant’s storage 
practices were illegal and that they did things according to accepted practices at the 
Pilot Plant. Interestingly, since this was a criminal prosecution, the Army could not 
help defray the costs of the manager’s defense, and each of them incurred great 
costs defending themselves. 

 In 1989, the three engineer/managers were tried and convicted of illegally stor-
ing, treating, and disposing of hazardous wastes. There was no indication that these 
three were the ones who actually handled chemicals in an unsafe manner, but as 
managers of the plant, the three were ultimately responsible for how the chemicals 
were stored and for the maintenance of the safety equipment. The potential pen-
alty for these crimes was up to 15 years in prison and a fi ne of up to $750,000. Gepp, 
Dee, and Lentz were each found guilty and sentenced to three years’ probation and 
1,000 hours of community service. The relative leniency of the sentences was based 
partly on the large court costs each had already incurred.    

  PROFESSIONAL SUCCESS 

  TEAMWORK 

 Ethical issues can arise when working on projects in groups or teams. Many of 
your engineering classes are designed so that labs or projects are performed 
in groups. Successful performance in a group setting is a skill that is best 
learned early in your academic career since most projects in industry involve 
working as part of a team. 

 In order for a project to be completed successfully, cooperation among 
team members is essential. Problems can arise when a team member doesn’t 
do a good job on his part of the project, doesn’t make a contribution at all, or 
doesn’t complete his assignments on time. There can also be a problem when 
one team member tries to do everything. This shuts out teammates who want 
to contribute and learn. An analogy can be made here to team sports: clearly 
one individual on the team who is not performing his role can lead to a loss 
for the entire team. Equally true, individuals who try to do it all—“ballhogs”—
can harm the team. Ethical teamwork includes performing the part of the 
work that you are assigned, keeping to schedules, sharing information with 
other team members, and helping to foster a cooperative and supportive team 
atmosphere so everyone can contribute.      
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 Cost–benefi t analysis 
 Duty ethics 

 Rights ethics 
 Utilitarianism 

 Virtue ethics  

     KEY TERMS 
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  3.1    Find information on the space shuttle  Challenger  accident in 1986 and analyze 
it, using the ethical theories developed in this chapter. What does utilitarian-
ism tell us about this case? In your analysis, be sure to include issues regarding 
benefi ts to the United States and mankind that might result from the space 
shuttle program. You might also include benefi ts to Morton Thiokol and the 
communities where it operates if the program is successful.   

  3.2    What do duty and rights ethics tell us about the  Challenger  case? How do your 
answers to this question and to the previous question infl uence your ideas on 
whether the  Challenger  should have been launched?   

  3.3    Use contemporary newspaper accounts to fi nd information on problems with 
Intel’s Pentium computer chip (1995) and with runway concrete at the Denver 

  PROBLEMS 
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International Airport (1994). Analyze these cases, using virtue ethics. Start by 
deciding what virtues are important for people in these businesses (e.g., honesty, 
fairness, etc.). Then see if these virtues were exhibited by the engineers work-
ing for these companies.   

  NON-WESTERN ETHICAL TRADITIONS  

   3.4    Develop a list of values that you think are important to being a successful engi-
neer. This list will probably include things such as engineering knowledge and 
technical skills that are not ethical in nature. For the values that are ethical, 
think about where these values come from and how you came to hold them.   

   3.5    Discuss with a fellow student or faculty member who grew up in a different 
culture what their ethical values are and how those values are transmitted and 
discussed in their country. Develop a list of values that are common between 
your culture and their culture.   

  BHOPAL  

   3.6    Use the ethical theories discussed in this chapter to analyze the Bhopal case. 
Topics to be considered should include the placing of a hazardous plant in a 
populated area, decisions to defer maintenance on essential safety systems, 
etc. Important theories to consider when doing your analysis are rights and 
duty ethics and utilitarianism.   

   3.7    Find a copy of the code of ethics of the American Institute of Chemical 
Engineers and use it to analyze what a process engineer working at this plant 
should have done. What does the code say about the responsibilities of the 
engineers who designed the plant and the engineers responsible for making 
maintenance decisions?   

   3.8    What responsibility does Union Carbide have for the actions of its subsidiaries? 
Union Carbide India was 50.9% owned by the parent company.   

   3.9    What duty did Union Carbide have to inform local offi cials in India of the 
potential dangers of manufacturing and storing MIC in India?   

  3.10    Some of Union Carbide’s reports hinted strongly that part of the fault lay with 
the inadequate workforce available in a third-world country such as India. 
How valid is this statement? What are the ethical implications for Union 
Carbide if this statement is true?   

  3.11    What responsibility should the national and local government in Bhopal have 
for ensuring that the plant is operated safely?   

  3.12    What relative importance should be placed on keeping safety systems operat-
ing as compared to maintaining other operations? (Note: From the reports on 
this accident, there is no indication that Union Carbide skimped on safety to 
keep production going. Rather, this is a hypothetical question.)   

  3.13    In the absence of environmental or safety laws in the locality where it oper-
ates, what responsibility does a U.S. corporation have when operating over-
seas? Does the answer change if the locality does have laws, but they are less 
strict than ours? What about the ethics of a U.S. corporation selling products 
overseas that are banned in the United States, such as DDT?   

  THE ABERDEEN THREE  

  3.14    What does utilitarianism tell us about the behavior of the Aberdeen Three? 
What do duty and rights ethics tell us? In analyzing this, start by determining 
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who is harmed or potentially harmed by these activities and who benefi ts or 
potentially benefi ts from them.   

  3.15    Can the actions of these engineer/managers be classifi ed as engineering deci-
sions, management decisions, or both? Ethically, does it matter whether these 
decisions were engineering or management decisions?   

  3.16    Do you think that the Aberdeen Three knew about RCRA? If not, should they 
have? Does it really matter if they knew about RCRA or not?   

  3.17    Do you think that the Aberdeen Three were knowledgeable about the effects 
of these chemicals and proper storage methods? Should they have been?   

  3.18    Were the actions of the Aberdeen Three malicious?   
  3.19    In the course of this case, it came out that cleaning up the chemical storage at 

Aberdeen would have been paid for out of separate Army funds and would 
not have come from the budgets of the three managers. What bearing does 
this information have on the case?   

  3.20    What should the Aberdeen Three have done differently? Should the lower 
level workers at the plant have done anything to solve this problem?   

  3.21    The bosses of the Aberdeen Three claimed to have no idea about the condi-
tions at the Pilot Plant. Should they have done anything differently? Should 
they have been prosecuted as well?   

  3.22    Apply the code of ethics of one of the professional societies to this situation. 
Were the managers guilty of ethical violations according to the code?       



  C H A P T E R

 Ethical Problem-
Solving Techniques 4  

 After reading this chapter, you 
will be able to 
  •   Apply ethical problem- 

solving methods to hypo-
thetical and real cases  

  •   See how fl ow charting can 
be used to solve ethical 
problems  

  •   Learn what bribery is and 
how to avoid it.   

     Objectives 

  In the early 1990s, newspapers began to report on studies indicating that living near 
electrical-power distribution systems leads to an increased risk of cancer, especially 

in children. The risk was attributed to the effects of the weak, low-frequency magnetic 
fi elds present near such systems. Further reports indicated that there might also be 
some risk associated with the use of common household items such as electric blankets 
and clock radios. Predictably, there was much concern among the public about this 
problem, and many studies were performed to verify these results. Power companies 
began to look into methods for reducing the fi elds, and many engineers sought ways to 
design products that emitted reduced amounts of this radiation. 

 In designing products and processes, engineers frequently encounter scenarios 
like the one just described. Nearly everything an engineer designs has some health 
or safety risk associated with it. Often, as with the case of the weak magnetic fi elds, 
the exact nature of the hazard is only poorly understood. How then does an engi-
neer decide whether it is ethical to work on a particular product or process? What 
tools are there for an engineer who needs to decide which is the ethically correct 
path to take? 

 In this chapter, we will develop analysis and problem-solving strategies to help 
answer these questions. These techniques will allow us to put ethical problems in the 
proper perspective and will point us in the direction of the correct solution.   
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     4.1   INTRODUCTION 

 Now that we have discussed codes of ethics and moral theories, we are ready to tackle 
the problem of how to analyze and resolve ethical dilemmas when they occur. In 
solving engineering problems, it is always tempting to look for an appropriate for-
mula, plug in the numbers, and calculate an answer. This type of problem-solving 
approach, while sometimes useful for engineering analysis problems, is less useful 
for ethical problem solving. There are theories that help us to frame our under-
standing of the problem, but there are no formulas and no easy “plug-and-chug” 
methods for reaching a solution. 

 In this chapter, we will examine methods for analyzing ethical problems and 
see how to apply them. Obviously, some problems are easily solved. If you are 
tempted to embezzle money from your employer, it is clear that this action is steal-
ing and is not morally acceptable. However, as mentioned previously, many of the 
situations encountered by practicing engineers are ambiguous or unclear, involving 
confl icting moral principles. This is the type of problem for which we will most 
need analysis and problem-solving methods.  

  4.2   ANALYSIS OF ISSUES IN ETHICAL PROBLEMS 

 A fi rst step in solving any ethical problem is to completely understand all of the 
issues involved. Once these issues are determined, frequently a solution to the prob-
lem becomes apparent. The issues involved in understanding ethical problems can 
be split into three categories: factual, conceptual, and moral [ Harris, Pritchard, and 
Rabins, 2000 ]. Understanding these issues helps to put an ethical problem in the 
proper framework and often helps point the way to a solution. 

  4.2.1   Types of Issues in Ethical Problem Solving 

 Let’s begin by examining in depth each of the types of issues involved in ethical 
problems. Factual issues involve what is actually known about a case—i.e., what the 
facts are. Although this concept seems straightforward, the facts of a particular case 
are not always clear and may be controversial. An example of facts that are not nec-
essarily clear can be found in the controversy in contemporary society regarding 
abortion rights. There is great disagreement over the point at which life begins and 
at which point a fetus can be legally protected.  Roe v. Wade,  the original Supreme 
Court decision legalizing abortion in the United States, was decided by the Supreme 
Court in a split decision. Even the justices of the Supreme Court were unable to 
agree on this “fact.” 

 In engineering, there are controversies over facts as well. For example, global 
warming is of great concern to society as we continue to emit greenhouse gases into 
the atmosphere. Greenhouse gases, such as carbon dioxide, trap heat in the atmos-
phere. This is thought by climate scientists to lead to a generalized warming of the 
atmosphere as emissions from automobiles and industrial plants increase the car-
bon dioxide concentration in the atmosphere. This issue is of great importance to 
engineers since they might be required to design new products or redesign old 
ones to comply with stricter environmental standards if this warming effect indeed 
proves to be a problem. However, the global warming process is not fully under-
stood, and the need to curtail emission of these gases is a controversial topic. If it 
were known exactly what the effects of emitting greenhouse gases into the atmos-
phere would be, the engineer’s role and responsibility in reducing this problem 
would be clearer. 
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 Conceptual issues have to do with the meaning or applicability of an idea. In 
engineering ethics, this might mean defi ning what constitutes a bribe as opposed to 
an acceptable gift, or determining whether certain business information is propri-
etary. In the case of the bribe, the value of the gift is probably a well-known fact. 
What isn’t known is whether accepting it will lead to unfair infl uence on a business 
decision. For example, conceptually it must be determined if the gift of tickets to a 
sporting event by a potential supplier of parts for your project is meant to infl uence 
your decision or is just a nice gesture between friends. Of course, like factual issues, 
conceptual issues are not always clear-cut and will often result in controversy as well. 

 Once the factual and conceptual issues have been resolved, at least to the extent 
possible, all that remains is to determine which moral principle is applicable to the 
situation. Resolution of moral issues is often more obvious. Once the problem is 
defi ned, it is usually clear which moral concept applies, and the correct decision 
becomes obvious. In our example of a “gift” offered by a sales representative, once 
it is determined whether it is simply a gift or is really a bribe, then the appropriate 
action is obvious. If we determine that it is indeed a bribe, then it cannot ethically 
be accepted. 

 Given that the issues surrounding an ethical problem can be controversial, how 
can these controversies be resolved? Factual issues can often be resolved through 
research to establish the truth. It is not always possible to achieve a fi nal determina-
tion of the “truth” that everyone can agree on, but generally, further research helps 
clarify the situation, can increase the areas of agreement, and can sometimes 
achieve consensus on the facts. Conceptual issues are resolved by agreeing on 
the meaning and applicability of terms and concepts. Sometimes agreement isn’t 
possible, but as with factual issues, further analysis of the concepts at least clarifi es 
some of the issues and helps to facilitate agreement. Finally, moral issues are 
resolved by agreement as to which moral principles are pertinent and how they 
should be applied. 

 Often, all that is required to solve a particular ethical problem is a deeper anal-
ysis of the issues involved according to the appropriate principles. Once the issues 
are analyzed and agreement is reached on the applicable moral principles, it is 
clear what the resolution should be.  

  4.2.2   Application to a Case Study: Paradyne Computers 

 To illustrate the use of this problem-solving method, let’s analyze a case study. In 
1980, Paradyne, a computer company, bid to supply the Social Security 
Administration (SSA) with new computer systems. We’ll look at the factual issues 
fi rst. The request for proposals clearly specifi ed that only existing systems would be 
considered. Paradyne did not have any such system running and had never tested 
the operating system on the product they actually proposed to sell to the SSA. The 
employment of a former SSA worker by Paradyne to help lobby SSA for the contract 
is also clear. In this case, the factual issues do not appear particularly controversial. 

 The conceptual issues involve whether bidding to provide an off-the-shelf prod-
uct when the actual product is only in the planning stages is lying or is an accepta-
ble business practice. Is placing a Paradyne label over the real manufacturer’s label 
deceptive? Does lobbying your former employer on behalf of your current employer 
constitute a confl ict of interest? These questions will certainly generate discussion. 
Indeed, Paradyne asserted that it had done nothing wrong and was simply engaging 
in common business practices. The issue of the confl ict of interest is so hard to 
decide that laws have been enacted making it illegal for workers who have left gov-
ernment employ to lobby their former employers for specifi ed periods of time. 
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 The moral issues then include the following: Is lying an acceptable business prac-
tice? Is it alright to be deceptive if doing so allows your company to get a contract? 
The answers to these questions are obvious: Lying and deceit are no more acceptable 
in your business life than in your personal life. So, if conceptually we decide that 
Paradyne’s practices were deceptive, then our analysis indicates that their actions 
were unethical.   

  4.3   LINE DRAWING 

 The line-drawing technique that will be described in this section is especially useful 
for situations in which the applicable moral principles are clear, but there seems to 
be a great deal of “gray area” about which ethical principle applies. Line drawing is 
performed by drawing a line along which various examples and hypothetical situa-
tions are placed. At one end is placed the “positive paradigm,” an example of some-
thing that is unambiguously morally acceptable. At the other end, the “negative 
paradigm,” an example of something that is unambiguously not morally acceptable, 
is placed. In between is placed the problem under consideration, along with other 
similar examples. Those examples that more closely conform to the positive para-
digm are placed near it, and examples closer to the negative paradigm are placed 
near that paradigm. By carefully examining this continuum and placing the moral 
problem under consideration in the appropriate place along the line, it is possible 
to determine whether the problem is more like the positive or negative paradigm 
and therefore whether it is acceptable or unacceptable. 

 Let’s illustrate this technique using a hypothetical situation. Our company would 
like to dispose of a slightly toxic waste by dumping it into a local lake from which a 
nearby town gets its drinking water. How can we determine if this practice is accept-
able? Let’s start by defi ning the problem and the positive and negative paradigms. 

   Problem:   It is proposed that our company dispose of a slightly hazardous waste 
by dumping it into a lake. A nearby town takes its drinking water supply from 
this lake. Our research shows that with the amount of waste we plan to put into 
the lake, the average concentration of the waste in the lake will be 5 parts per 
million (ppm). The EPA limit for this material has been set at 10 ppm. At the 
5-ppm level, we expect no health problems, and consumers would not be able 
to detect the compound in their drinking water.  

  Positive paradigm:   The water supply for the town should be clean and safe.  

  Negative paradigm:   Toxic levels of waste are put into the lake.   

 Let’s start by drawing a line and placing the positive and negative paradigms 
on it:    

Negative paradigm (NP) Positive paradigm (PP)

Dump toxic levels
of waste in lake

Water should be
clean and safe

 Figure 4.1 
 Example of line drawing 
showing the placement of 
the negative and positive 
paradigms.       

 Now let’s establish some other hypothetical examples for consideration: 

   1.   The company dumps the chemical into the lake. At 5 ppm, the chemical will be 
harmless, but the town’s water will have an unusual taste.  

  2.   The chemical can be effectively removed by the town’s existing water-treatment 
system.  
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PPPN

6 5 4 1 7 2,3

 Figure 4.2 
 Same as  Figure   4.1   , with 
the addition of the 
examples to the line.       

  3.   The chemical can be removed by the town with new equipment that will be 
purchased by the company.  

  4.   The chemical can be removed by the town with new equipment for which the 
taxpayer will pay.  

  5.   Occasionally, exposure to the chemical can make people feel ill, but this only 
lasts for an hour and is rare.  

  6.   At 5 ppm, some people can get fairly sick, but the sickness only lasts a week, and 
there is no long-term harm.  

  7.   Equipment can be installed at the plant to further reduce the waste level to 
1 ppm.   

 Obviously, we could go on for a long time creating more and more test exam-
ples. Generally, where your problem fi ts along the line is obvious with only a few 
examples, but the exercise should be continued with more examples until it is clear 
what the proper resolution is. Now let’s redraw our line with the examples inserted 
appropriately:    

PPPN

6 5 4 1 7P 2,3

 Figure 4.3 
 Final version of the 
line-drawing example, with 
the problem under 
consideration added.       

 After setting up the examples, it may be clear that there is a gap in the knowl-
edge. For example, in our case, we might need more information on seasonal vari-
ations in waste concentration and water usage of the town. We also could use 
information on potential interactions of the chemical with other pollutants, such as 
the runoff of pesticides from local farms. Note that there is some subjectivity in 
determining exactly where along the line each of the examples fi ts. 

 Now let’s complete the exercise by denoting our problem by a “P” and inserting 
it at the appropriate place along the line. As with the previous examples, placement 
of the problem along the line is somewhat subjective.    

 As drawn here, it is clear that dumping the toxic waste is probably a morally 
acceptable choice, since no humans will be harmed and the waste levels will be well 
below those that could cause any harm. However, since it is somewhat far from the 
positive paradigm, there are probably better choices that can be made, and the 
company should investigate these alternatives. 

 It should be noted that although this action seems ethically acceptable, there 
are many other considerations that might be factored into the fi nal decision. For 
example, there are political aspects that should also be considered. Many people in 
the community are likely to regard the dumping of a toxin at any level as unaccep-
table. Good community relations might dictate that another solution should be 
pursued instead. The company also might want to avoid the lengthy amount of time 
required to obtain a permit for the dumping and the oversight by various govern-
ment agencies. This example illustrates that line drawing can help solve the ethical 
aspects of a problem, but a choice that appears morally acceptable still might not be 
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the best choice when politics and community relations are considered as well. Of 
course, the immoral choice is never the correct choice. 

 Although this problem-solving method seems to help with problem analysis 
and can lead to solutions, there are many pitfalls in its use. If not used properly, line 
drawing can lead to incorrect results. For example, line drawing can easily be used 
to prove that something is right when it is actually wrong. Line drawing is only effec-
tive if it is used objectively and honestly. The choice of where to put the examples 
and how to defi ne the paradigms is up to you. You can reach false conclusions by 
using incorrect paradigms, by dishonest placement of the examples along the line, 
and by dishonest placement of the problem within the examples. In our example, 
we might have decided that the problem is somewhat like example 2 and thus 
placed our problem closer to the positive paradigm, making this solution seem 
more acceptable. Line drawing can be a very powerful analytic tool in ethical prob-
lems, but only if used conscientiously. 

 There is a long history of the improper use of this technique. In its early days, a 
precursor to this method was known as “casuistry,” a term that eventually came to be 
pejorative. In the Middle Ages, casuistry was often used in religious debates to reach 
false conclusions. Indeed, one of the defi nitions of casuistry from the American 
Heritage Dictionary implies the use of false and subtle reasoning to achieve incor-
rect solutions. Because of this negative connotation, the term “casuistry” is rarely 
used any more. This emphasizes the hazards of using line drawing: It is useful only 
if properly applied. 

  4.3.1   Application of Line Drawing to the Pentium Chip Case 

 In 1994–95, it was discovered and widely reported that the latest version of the Intel 
Pentium chip had fl aws. At fi rst, Intel sought to hide this information, but later 
came around to a policy of offering consumers chips in which the fl aw had been 
corrected. We can use line drawing to get some insight into this problem. 

 For our positive paradigm, we will use the statement that “products should per-
form as advertised.” The negative paradigm will be “Knowingly sell products that are 
defective and that will negatively affect customers’ applications.” A few examples 
that we can add to the line are as follows: 

   1.   There is a fl aw in the chip, but it truly is undetectable and won’t affect any cus-
tomer’s applications.  

  2.   There are fl aws in the chip, the customer is informed of them, but no help is 
offered.  

  3.   A warning label says that the chip should not be used for certain applications.  
  4.   Recall notices are sent out, and all fl awed chips are replaced.  
  5.   Replacement chips are offered only if the customer notices the problem.   

 Of course, there are many other possible examples. One view of the line, then, 
is as follows:    

Negative paradigm (NP) Positive paradigm (PP)

Sell defective products Products should be as
advertised

 Figure 4.4 
 Application of line drawing 
to the Pentium case. 
Negative and positive 
paradigms are provided 
along with the examples.       
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 Where does our situation—there is a fl aw, customers aren’t informed, and the 
magnitude of the problem is minimized—fi t on this line? One possible analysis is 
the following:    

 According to this line-drawing analysis, the approach taken by Intel in this case 
wasn’t the best ethical choice.   

  4.4   FLOW CHARTING 

 Flow charts are very familiar to engineering students. They are most often used in 
developing computer programs, also fi nd application in other engineering disci-
plines and are often used to describe business processes and procedures. In engi-
neering ethics, fl ow charting will be helpful for analyzing a variety of cases, especially 
those in which there is a sequence of events to be considered or a series of conse-
quences that fl ows from each decision. An advantage of using a fl ow chart to ana-
lyze ethical problems is that it gives a visual picture of a situation and allows you to 
readily see the consequences that fl ow from each decision. 

 As with the line-drawing technique described in the previous section, there is 
no unique fl ow chart that is applicable to a given problem. In fact, different fl ow 
charts can be used to emphasize different aspects of the same problem. As with line 
drawing, it will be essential to be as objective as possible and to approach fl ow chart-
ing honestly. Otherwise, it will be possible to draw any conclusion you want, even 
one that is clearly wrong. 

 We can illustrate this technique by applying a simple fl ow chart to a disaster 
that happened at Union Carbide’s plant in Bhopal, India, where MIC, a toxic sub-
stance, was mixed with water, creating toxic fumes. One possible fl ow chart, illus-
trated in  Figure   4.6   , deals with the decision-making process that might have gone 
on at Union Carbide as they decided whether or not to build a plant at Bhopal. This 
chart emphasizes safety issues for the surrounding community. As indicated on the 
chart, there were several paths that might have been taken and multiple decisions 
that had to be made. The fl ow chart helps to visualize the consequences of each 
decision and indicates both the ethical and unethical choices. Of course, the fl ow 
chart used for a real ethical problem will be much larger and more complex than 
this example in order to thoroughly cover the entire problem.  

 Another possible fl ow chart is shown in  Figure   4.7   . This chart deals with the 
decisions required during the maintenance of the fl are tower at the Bhopal plant, 
an essential safety system. It considers issues of whether the MIC tank was fi lled at 
the time that the fl are tower was taken off-line for maintenance, whether other 
safety systems were operating when the fl are tower was taken out of operation, and 
whether the remaining safety systems were suffi cient to eliminate potential prob-
lems. Using such a fl ow chart, it is possible to decide whether the fl are tower can be 
taken off-line for maintenance or whether it should remain operating.  

 The key to effective use of fl ow charts for solving ethical problems is to be crea-
tive in determining possible outcomes and scenarios and also to not be shy about 
getting a negative answer and deciding to stop the project.  

PPPN

5P 2 3 1,4

Sell defective
products

Products should
be as advertised

 Figure 4.5 
 Final version of the Pentium 
chip line-drawing example, 
with the problem added to 
the line.       
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  4.5   CONFLICT PROBLEMS 

 An area of ethical problem solving that we will frequently encounter in this book 
relates to problems that present us with a choice between two confl icting moral 
values, each of which seems to be correct. How do we make the correct choice in 
this situation? 

Union Carbide would like to
build plant in Bhopal

Are safety
laws in India

as strict as
in U.S.?

Are local
laws adequate

for safe
operation?

Yes

Design plant
as in U.S.

Yes

Yes

Design according
to local standards

No

No

No

Decide on minimal
standards that will
ensure local safety

Build plant anyway
and assume risk

Is
this cost-
effective?

Invest elsewhere

Build plant

 Figure 4.6 
 Application of a simple 
fl ow chart to the Bhopal 
case, emphasizing 
potential decisions made 
during consideration of 
locating a plant in India.       

Maintenance needed
on flare tower

Is
MIC tank

filled?

Go ahead

No

Are other
safety systems

operating?

Yes Yes Yes
Will these

other systems
adequately prevent

accidents?

Perform maintenance

Defer maintenance

No
NoDefer maintenance

until other systems
are available

 Figure 4.7 
 An alternative fl ow chart 
for the Bhopal case, 
emphasizing decisions 
made when considering 
deactivating the fl are tower 
for maintenance.       
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 Confl ict problems can be solved in three ways [ Harris, Pritchard, and Rabins, 
2000 ]. Often, there are confl icting moral choices, but one is obviously more signifi -
cant than the other. For example, protecting the health and safety of the public is 
more important than your duty to your employer. In this type of case, the resolution 
of the confl ict involves an easy choice. 

 A second solution is sometimes called the “creative middle way” [ Harris, 
Pritchard, and Rabins, 2000 ]. This solution is an attempt at some kind of a compro-
mise that will work for everyone. The emphasis here should be on the word “crea-
tive,” because it takes a great deal of creativity to fi nd a middle ground that is 
acceptable to everyone and a great deal of diplomacy to sell it to everyone. The 
sales job is especially diffi cult because of the nature of compromise, which is often 
jokingly defi ned as “the solution where nobody gets what they want.” An example of 
a creative middle ground would be that rather than dumping a toxic waste into a 
local lake, one fi nds ways to redesign the production process to minimize the 
amount of waste products produced, fi nds ways to pretreat the waste to minimize 
the toxicity, or offers to pay for and install the equipment at the municipal water 
system necessary to treat the water to remove this chemical before it is sent to 
homes. Obviously, no one will be completely satisfi ed with these alternatives, since 
redesigns and pretreatment cost money and take time. Some people will not be 
satisfi ed with even a minimized dumping of toxics. 

 Finally, when there is no easy choice and attempts to fi nd a middle ground 
are not successful, all that is left is to make the hard choice. Sometimes, you have 
to bite the bullet and make the best choice possible with the information available 
at the time. Frequently, you must rely on “gut feelings” for which path is the cor-
rect one. 

 Let’s illustrate the resolution-of-confl ict problems by examining the  Challenger  
explosion, focusing on the dilemma faced by the engineering manager, Bob Lund. 
The confl ict was clear: There was an unknown probability that the shuttle would 
explode, perhaps killing all aboard. On the other hand, Lund had a responsibility 
to his company and the people who worked for him. There were consequences of 
postponing the launch, potentially leading to the loss of future contracts from 
NASA, the loss of jobs to many Thiokol workers, and perhaps even bankruptcy of 
the company. For many, the easy choice here is simply to not launch. The risk to the 
lives of the astronauts is too great and far outweighs any other considerations. It is 
impossible to balance jobs against lives. After all, most people who lose their jobs 
will be able to fi nd other employment. However, not everyone will fi nd this to be 
such an easy choice; clearly, Lund didn’t fi nd it to be so. 

 The creative middle ground might involve delaying the launch until later in 
the day, when the temperature will have warmed up. Of course, this option might 
not be possible for many reasons associated with the timing of rocket launches and 
the successful completion of the planned missions. Instead, perhaps, the astro-
nauts could be informed of the engineer’s concerns and be allowed to make the 
choice whether to launch or not. If a risk is informed and a choice is made by 
those taking the risk, it somewhat relieves the company of the responsibility if an 
accident occurs. 

 The hard choice is what Lund made. He chose to risk the launch, perhaps 
because the data were ambiguous. He might also have wanted to help ensure the 
future health of the shuttle program and to save the jobs of the Thiokol workers. As 
we know, his gamble didn’t pay off. The shuttle did explode, causing the deaths of 
the astronauts and leading to lengthy delays in the shuttle program, political prob-
lems for NASA, and business diffi culties for Thiokol.  
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  4.6   AN APPLICATION OF PROBLEM-SOLVING METHODS: 

BRIBERY/ACCEPTANCE OF GIFTS 

 One of the many gray areas of engineering ethics is the acceptance of gifts from ven-
dors or the offering of gifts to customers to secure business. The diffi culty here comes 
because of the potential for gifts to become bribes or to be perceived of as bribes. 
Frequently, engineers fi nd themselves in the position of either dealing with vendors 
who wish to sell them products for incorporation into the engineer’s work or acting as 
vendors themselves and working on sales to other engineers or com panies. In this 
section, we will look at what bribery is and see how some of the problem-solving tech-
niques developed in this chapter can be used to decide when a gift is really a bribe. 

 Bribery is illegal in the United States and, contrary to popular opinion, is also 
illegal everywhere in the world. There are some places where bribery may be over-
looked, or even expected, but it always takes place “under the table” and is never a 
legitimate business practice. Moreover, United States federal law forbids American 
businesses from engaging in bribery overseas, regardless of the local customs or 
expectations. In many cases, there is a fi ne line between bribery and a simple gift. 
Sometimes, the distinction has to do with the value of the gift. Always, it has to do 
with the intent of the gift. It is important to ensure that no matter how innocent the 
gift may be, the appearance of impropriety is avoided. 

 By defi nition, a bribe is something, such as money or a favor, offered or given to 
someone in a position of trust in order to induce him to act dishonestly. It is some-
thing offered or serving to infl uence or persuade. What are the ethical reasons for 
not tolerating bribery? First, bribery corrupts our free-market economic system and is 
anticompetitive. Unlike the practice of buying the best product at the best price, brib-
ery does not reward the most effi cient producer. One can argue the virtues or vices of 
the free-market economy, but it is the system under which our economy operates, and 
anything that subverts this system is unfair and unethical. Second, bribery is a sellout 
to the rich. Bribery corrupts justice and public policy by allowing rich people to make 
all the rules. In business, it guarantees that only large, powerful corporations will sur-
vive, since they are more capable of providing bribes. A small start-up company 
doesn’t have the resources to compete in an environment where expensive favors are 
required to secure business. Finally, bribery treats people as commodities that can be 
bought and sold. This practice is degrading to us as human beings and corrupts both 
the buyer and the seller [ Harris, Pritchard, and Rabins, 2000 ]. 

  4.6.1   When Is a Gift a Bribe? 

 Frequently, the boundary between a legitimate gift and a bribe is very subtle. Gifts 
of nominal value, such as coffee mugs or calendars with a vendor’s logo and phone 
number on it, are really just an advertising tool. Generally, there is no problem with 
accepting these types of items. Dining with a customer or a supplier is also an 
acceptable practice, especially if everyone pays his or her own way. It is important 
from the point of view of both suppliers and customers that good relations be main-
tained so that good service can be provided. Social interaction, such as eating 
together, often facilitates the type of close and successful interactions required by 
both sides. However, when meals or gifts are no longer of low cost and the expense 
of these items is not shared equally, the possibility for abuse becomes large.  

  4.6.2   Examples of Gifts vs. Bribes 

 To help illustrate the difference between bribes and legitimate gifts, let’s look at a 
few potential scenarios to see how fuzzy this boundary can be. No answer will be 
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given to the questions posed, but rather the solution of these questions will be left 
to the reader. 

•    During a sales visit, a sales representative offers you a coffee mug with his com-
pany’s name and logo on it. The value of the mug is fi ve dollars. Can you accept 
this item? Does the answer to this question change if this item is a $350 crystal 
bowl with the name of the company engraved on it? How about if there is no 
engraving on it?  

•   Your meeting with a sales representative is running into the lunch hour. She 
invites you to go out for lunch. You go to a fast-food restaurant and pay for your 
own lunch. Is this practice acceptable? Does the answer to this question change 
if you go to an expensive French restaurant? If she pays for lunch?  

•   A sales representative from whom you often purchase asks if you would like to 
play tennis with him this weekend at one of the local municipal courts. Should 
you go? Is the answer to this question different if the match is at an exclusive 
local club to which he belongs? What if he pays the club’s guest fee for you?  

•   A company sales representative would like you to attend a one-day sales seminar 
in Cleveland. Your company will pay for your trip. Should you go? How about if 
the meeting is in Maui? What if the sales representative’s company is going to 
pay for you to go? What if your family is invited as well?   

 Do the answers to any of these questions change if the gift is offered before you 
purchase anything from the company, as opposed to after you are already a steady 
customer? (A more detailed version of these types of scenarios can be found in 
[ Harris, Pritchard, and Rabins, 2000 ].) 

 Keep in mind that gifts accepted even after the purchase of something from a 
company might be a bribe directed at securing future sales from you or might be 
aimed at engineers at other companies. Although nothing was said about a gift up 
front, now that you have received one, the expectation of gifts might affect your 
future purchase decisions. Similarly, an employee of a company like yours might 
become aware of the gift that you received. He now realizes that if he orders parts 
from the same supplier that you did, he will receive a gift similar to yours. He will be 
tempted to order from this supplier even if there is a better supplier of that product 
on the market. These types of gifts tend to shut out smaller companies that can’t 
necessarily afford gifts and might also cause an increase in everyone’s costs, since if 
everyone now expects to receive gifts, the product cost must go up. Clearly, bribery 
is pernicious, and even the appearance of bribery should be avoided.  

  4.6.3   Problem Solving 

 How can the analysis methods described in this chapter be applied to these examples 
concerning bribery and the acceptance of gifts? We won’t go into the answer to this 
question in depth here, but will rather save it for the questions at the end of the chap-
ter. However, some general ideas can be presented now. Bribery can easily be ana-
lyzed by looking at the factual, conceptual, and moral issues described previously. 
Frequently, the facts will be obvious: who offered a gift, what its value was, and what its 
purpose was. Conceptual issues will be somewhat more diffi cult, since it must be 
determined whether the gift is of suffi cient value to infl uence a decision or whether 
that infl uence is the intent of the gift. Once the conceptual issues have been worked 
out and it is clear whether or not the gift is a bribe, the moral issue is often very clear. 

 Line drawing can be very effectively applied to the examples given previously. 
The subtle differences between the value of the gift, the timing of the gift, etc. are 
easily visualized using line drawing, and often it will be very clear what the ethical 
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choice will be based on a well-drawn line. Likewise, fl ow charting can be used to 
examine the consequences that will result from the acceptance or offer of a gift.  

  4.6.4   Avoiding Bribery Problems 

 How does one ensure that accepting a gift doesn’t cross the line into bribery? The 
fi rst and most important method for determining this is to look at company policy. 
All large corporations and many smaller companies have very clear rules about 
what is acceptable. Some companies have very strict policies. For example, some 
companies say that employees are not allowed to accept anything from a vendor 
and that any social interaction with vendors or customers must be paid for by your 
company. Any deviation from this rule requires approval from appropriate supervi-
sors. This philosophy is rooted in a sense of trying to avoid any confl ict of interest 
and any appearance of impropriety. 

 Other companies realize the importance of social interactions in business trans-
actions and allow their employees more discretion in determining what is proper. 
In the absence of strict corporate guidelines, a preapproval from one’s manage-
ment is the best guide to what is acceptable. 

 In the absence of any corporate guidelines, another method for determining 
the acceptability of an action is sometimes referred to as the “New York Times Test”: 
Could your actions withstand the scrutiny of a newspaper reporter? Could you stand 
to see your name in the newspaper in an article about the gift you received? If you 
couldn’t easily defend your action without resorting to self-serving rationalizations, 
then you probably shouldn’t do it. 

  A
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  Cellular Phones and Cancer 

 This case will seem different from many of the other cases we will study, since there 
is no disaster or wrongdoing that has to be analyzed after the fact. Rather, this is a 
case about the experimental nature of engineering and deals with issues of what 
engineers should do early in the design cycle for a new product or system in order 
to avoid possible harm to customers or the public in general. It also deals with what 
engineers should do after a product has been released when possible dangers are 
brought up. 

 Concerns about potential adverse health effects of cell phones began in 1992 
with a lawsuit fi led in Florida. In this suit, David Reynard claimed that his wife’s fatal 
brain cancer had been caused by her use of a cell phone. Although the suit was dis-
missed in 1995 due to a lack of scientifi c evidence to support Reynard’s claim, this 
and other similar suits received a great deal of media attention and caused some 
concern among frequent cell phone users. 

 The possible problems with cell phones are clear. In using a cell phone, you 
are placing a source of electromagnetic radiation in close proximity to your brain. 
It doesn’t take much imagination to see the potential for problems: Microwave 
ovens use electromagnetic radiation to cook food. Of course, cell phones operate 
at a different frequency and at much lower power levels than do microwave ovens, 
but the analogy is clear. The human body evolved in an environment that did not 
contain signifi cant levels of radiofrequency (rf) radiation, so it is plausible that the 
ubiquity of rf fi elds in our modern industrial world might cause some adverse 
health effects. 
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 The biological effects of rf energy have been studied for many years. Some of 
the early studies go back to the 1940s. What types of studies related to exposure 
to rf radiation have been performed? Typically, these were epidemiological stud-
ies and were retrospective looks at people who have used cell phones. The goal 
of these studies was to try to determine the levels of exposure to rf radiation 
from cell phones of every person in the study and to try to correlate the levels 
with subsequent health effects, especially cancers. While the studies all generally 
indicated that there is no harm in cell phone use, problems remain. Many of the 
problems are due to the fact that the studies relied on self-reporting of cell 
phone use. They asked people to report how much time they spent talking on 
their phones. Many people reported their phone use accurately, but many others 
either didn’t really know how much they used their phones or misestimated their 
use. Epidemiological studies are also diffi cult to analyze, since it is hard to know 
the power levels each individual has been exposed to. The power emitted by the 
phone depends on what model of phone you use and how far you are from the 
base station while talking. Also, brain cancers generally take a long time to 
develop. There may not have been enough time since the widespread use of cell 
phones for a signifi cant number of cancers to have developed. Solid links 
between cell phone use and brain cancers might not show up for another 10 to 
20 years. 

 Studies have also been performed on laboratory animals. Typically, these are 
done by placing the animals in an environment containing rf fi elds designed to 
mimic those of cell phones. Like the epidemiological studies, the research studies 
on laboratory animals have not indicated any signifi cant increase in health prob-
lems for the animals. Of course, since laboratory animals are not humans, the 
results may not be directly applicable to humans. 

 There have been some studies of the effects of rf radiation on laboratory tissue 
and cell cultures. The results of these studies and their applicability to human 
health are controversial. Some theoretical studies have examined how rf energy 
might be deposited into a human brain during cell phone use. These studies are 
very diffi cult to benchmark because it is diffi cult to make measurements of energy 
deposition directly into a human brain. 

 Studies of the biological effects of cell phones continue. In February of 2011, 
the New York Times reported [ Parker-Pope, 2011 ] the results of a study performed 
by researchers at the National Institutes of Health. This study found that cell phone 
use leads to a 7% increase in brain activity in areas of the brain closest to the phone’s 
antenna. These results are signifi cant because although the levels of radiation emit-
ted by cell phones is low, nevertheless this radiation causes measurable effects on 
the human brain. How important this increase in brain activity is and how it might 
affect human health remains to be determined. 

 What is an engineer working for a cell phone company or some other company 
making products that emit rf radiation to do when confronted with the ongoing 
concerns about the health effects of rf fi elds? Cell phones can certainly be rede-
signed to reduce or eliminate this problem, but, of course, any design that will lead 
to reduced emission will probably cost more. We won’t know for many years what 
the fi nal answer is regarding cell phone health effects. For now, it seems that cell 
phones are probably safe to use. What is the prudent and ethical thing to do in 
designing such products in an atmosphere where some doubt about safety exists? 
This case illustrates the problems that engineers have in dealing with and managing 
the unknown. Many of the designs that engineers produce are experimental in 
nature or deal with effects that aren’t fully understood. It is incumbent on the 
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designer to be informed about the potential risks to users of her designs and to seek 
to minimize these risks to the extent possible.  

  Vice President Spiro Agnew and Construction Kickbacks in Maryland 

 In January of 1973, architects and consulting engineers all over Baltimore, Maryland, 
were seeking out any available defense attorneys with experience in criminal law. 
This activity was brought on by subpoenas issued by the U.S. Attorney for Maryland, 
George Beall, who was looking into charges of bribes and kickbacks given to elected 
offi cials by engineers working in the construction industry. The subpoenas required 
these engineers to submit the records of their fi rms to the U.S. attorney. One of 
these engineers was Lester Matz, a partner in Matz, Childs and Associates, a Baltimore 
engineering fi rm. The subsequent events described by Richard Cohen and Jules 
Witcover in their book  A Heartbeat Away  eventually led to the disgrace and resigna-
tion of Spiro Agnew, then the Vice President of the United States. 

 Matz was an engineer trained at Johns Hopkins University in Baltimore. 
Although his fi rm was doing well, it always seemed to lose out to other fi rms on big 
public-works contracts. In Maryland, engineering and architectural services for gov-
ernment projects were not put out for bid, but rather were awarded to individual 
fi rms using various criteria, including the fi rm’s ability to do the work, its perfor-
mance on past contracts, etc. Interestingly, unlike the situation for engineering ser-
vices, the contractor for government projects was chosen through a competitive 
bidding process. It became clear to Matz that in acquiring government contracts, 
his talents and those of his fi rm were unimportant. What was required to get the 
contracts for public works was contacts in government and the requisite bribes and 
kickbacks. 

 In 1961, Matz began courting Spiro T. Agnew, an ambitious and rising politi-
cian. In 1962, Matz donated $500 to Agnew’s campaign for Baltimore county execu-
tive, a post that is roughly equivalent to mayor for the areas of the county outside 
the city limits of Baltimore. The county executive wielded great power in determin-
ing who received contracts for the engineering services required for the numerous 
public-works projects undertaken by the county. The campaign contribution was 
given by Matz and his partner in the hopes of receiving some of the county engi-
neering contracts that they had been locked out of. After Agnew won the election, 
the contribution made by Matz’s engineering fi rm was rewarded with contracts for 
county engineering work. In return, the fi rm paid Agnew 5% of their fees from the 
county work, which apparently was the kickback paid by other engineering fi rms at 
the time. 

 With this arrangement, Matz, Childs and Associates prospered and Matz 
became relatively wealthy. At its peak, the fi rm employed nearly 350 people. Matz 
was able to rent an apartment in Aspen for his winter ski vacations and also had a 
beach condo at St. Croix in the Virgin Islands. Matz’s St. Croix condo was near a 
condo owned by his friend, Spiro Agnew. The “business” arrangement between 
Agnew and Matz continued when Agnew was elected governor of Maryland, only 
now Matz, Childs and Associates received contracts for state work. The fi nancial 
arrangement remained the same: Agnew received a payment for every contract 
awarded. 

 These payments continued even after Agnew was elected vice president on the 
Republican ticket with Richard Nixon in 1968. Matz testifi ed that he met with 
Agnew in his offi ce in the White House and had given him an envelope containing 
$10,000 in cash. Indeed, Matz also indicated that he had given $2,500 dollars to 
Agnew for a federal contract that a subsidiary of Matz, Childs and Associates had 
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received. All told, Matz described payments that he had given Agnew over the years 
totaling over $100,000. 

 As a brief aside, it is interesting to describe how the money paid to Agnew was 
generated. Clearly, these payments had to be made in cash in order to avoid leaving 
records of the transactions. However, engineering fi rms are not paid in cash for 
their services and thus don’t typically have large amounts of cash on hand. One 
method of generating cash was to give cash “bonuses” to key employees. After 
retaining a suffi cient amount to pay the income taxes on the bonus, the employee 
returned the cash to the fi rm, where it was placed in a safe until needed. Of course, 
this practice is a violation of the tax code: The company books record the transac-
tion as a bonus, yet much of the money is retained by the fi rm. This practice sub-
jected Matz, Childs and Associates to prosecution under the federal tax code. This 
method didn’t always generate the required amount of cash, so other means were 
also used. For example, large “loans” were made to colleagues, who cashed the 
money and returned it to the fi rm. These loans were then “repaid” slowly over a 
long period of time to make the books appear right. 

 With federal prosecutors threatening to indict Matz and Childs for income-tax 
evasion and other charges, they decided to provide evidence to the government of 
the wrongdoing of Agnew and his successor as county executive. Agnew’s lawyers 
and the prosecutors reached an agreement whereby Agnew would resign as vice 
president and plead  nolo contendere  (no contest) to a single count of income-tax eva-
sion, a felony, for payments received in 1967. This plea is the legal equivalent of a 
plea of guilty; the defendant doesn’t admit to the crime, but does acknowledge that 
there is enough evidence to convict him. On October 10, 1973, Agnew resigned as 
vice president, the fi rst vice president to have resigned in disgrace. Later that day, in 
a dramatic appearance in a Maryland courtroom, he entered his plea. The judge 
fi ned him $10,000 and honored the plea agreement whereby Agnew received no 
jail term, but only three years of unsupervised probation. For agreeing to cooperate 
with the prosecution, Matz and Childs were not prosecuted. 

 These events took place against the backdrop of one of the most intense gov-
ernment crises in U.S. history. Although Nixon and Agnew had been reelected in a 
landslide in the 1972 election, the Watergate scandal hung over the administration. 
Shortly after the events of this case, the Watergate scandal intensifi ed, culminating 
in the resignation of Richard Nixon from the presidency.    

  PROFESSIONAL SUCCESS 

  LOOKING FOR A JOB 

 Many ethical issues arise in the course of looking for a job. Even though as you 
approach graduation you are still an “amateur,” ethical and professional 
behavior is expected during your job search. There are many ways to be uneth-
ical in searching for a job, such as exaggerating or falsifying your resume, or 
overstating expenses when getting reimbursed for an interview trip. 

 Other, less obvious, ethical concerns can occur during interview trips. For 
example, suppose you have had an on-campus interview with a large corpora-
tion. After the interview you have decided that you aren’t really interested in 
this company. The company calls you later and asks you to come to the com-
pany headquarters in Cleveland for a plant visit. You have a friend in Cleveland 
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who you would like to visit. Is it acceptable to go on the plant trip? Why? Does 
the situation change if the plant trip is to Hawaii? Does it change if your interest 
level in the company is low, but you honestly feel that you could be persuaded? 

 How do you decide what is acceptable during your job search? The easiest 
thing to do is to honestly discuss your plans with the recruiter. If she feels that 
what you want to do isn’t acceptable, then you shouldn’t do it. If, however, your 
plans are acceptable to the company then you can proceed. In addition, the 
ethical analysis and problem-solving methods that we developed in this chapter 
and have applied to cases thus far are equally applicable to job searches.   

  PROFESSIONAL SUCCESS 

  CHEATING ON ASSIGNMENTS 

 The intense pressure to get good grades in college often leads to temptations 
to cheat on exams or assignments. Cheating is an issue that is likely to have 
arisen in educational settings even before you began your study of engineer-
ing. Of course the stakes become higher in a college or university setting, so 
the temptation to cheat might seem larger now than in high school. Cheating 
can take many forms, including copying someone else’s work or using “cheat 
sheets” during an exam. 

 Although it can be analyzed using utilitarianism or rights and duty ethics, 
it is perhaps easiest to examine cheating using virtue ethics. Honesty is a virtue. 
Honesty facilitates trust between individuals whereas dishonesty causes friction. 
People rarely want to associate with others who they feel don’t behave fairly 
and can’t be trusted. Cheating or falsifying work is a form of dishonesty. We 
should seek to enhance virtues such as honesty within ourselves and others, so 
virtue ethics clearly tells us that cheating is unethical.      

 Bribery  Flow charting  Line drawing  
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 Tara Parker-Pope, “Cell Phone Use Tied to Changes in Brain Activity,”  New York 
Times , February 22, 2011.  

  Spiro Agnew 

 Richard M. Cohen and Jules Witcover,  A Heartbeat Away: The Investigation and 
Resignation of Vice President Spiro T. Agnew,  Viking, New York, 1974. 

  New York Times,  October 11, 1973. Numerous articles, starting with the front-page 
article about Agnew’s resignation and his appearance in court. Articles leading 
up to this event can also be found in copies of the  New York Times  up to several 
weeks before this date.   

   4.1    Use line drawing to assess whether the scenarios of bribery/gift giving under 
Examples in Section 4.6 are acceptable. What other examples can you think of 
to add to these scenarios?   

   4.2    Use fl ow charting to analyze whether the examples given in Section 4.6 are 
legitimate gifts or bribes. Be sure to indicate what consequences will fl ow from 
each decision.   

  CELLULAR PHONES AND CANCER  

   4.3    What does utilitarianism tell us about this case? What do rights and duty ethics 
tell us? Consider these questions from the point of view of a design engineer 
who must work on a product that might emit hazardous radiation. Which eth-
ical theory applies best in this case? What does the code of ethics of the IEEE 
tell us about this case?   

   4.4    Analyze this case by determining the factual issues, determining the concep-
tual issues, and deciding which moral issues apply. Hint: This case is a perfect 
instance of what we discussed previously in this chapter when we said that the 
factual issues can be  controversial.   

   4.5    If there are potential, but not well-understood, hazards in building a product, 
what are the future consequences of doing nothing, i.e., of making no changes 
in the design? Will warnings to the consumer suffi ce to get the designer off the 
hook? Must the product be engineered to be totally safe at all costs?   

   4.6    How can one best balance safety with economics in this case?   
   4.7    In their book  Ethics in Engineering,  Martin and Schinzinger (2000) state that 

“[e] ngineering, more than any other profession, involves social experimenta-
tion.” How applicable is this statement to this case? Do you think that this 
statement is true in  general?   

   4.8    In light of the results of various panels that indicate that there is no hazard 
associated with cell phone use, what should an engineer do today when 
designing products that will emit this rf radiation?   

   4.9    Many of the studies researching cell phone safety have been funded by the 
cell phone industry. What are the ethical implications of this?   

  4.10    Similar concerns about the safety of powerlines and low-frequency magnetic 
fi elds were voiced in the early 1990s. Research this case and compare it to the 
case study on cell phones and cancer. A good starting point is the article 
“Today’s View of Magnetic Fields” in the December 1994 issue of IEEE 
Spectrum.   

  PROBLEMS 
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  SPIRO AGNEW  

  4.11    Does the fact that paying government offi cials for receiving contracts seemed 
to be a common-place business practice in Maryland at the time make this 
practice ethically acceptable?   

  4.12    What should an engineer do in the face of competition from others who are 
willing to resort to bribery?   

  4.13    What issues does this case raise regarding competitive bidding for engineering 
services? Would competitive bidding for the engineering contracts in Baltimore 
County have solved this problem?   

  4.14    What is the ethical status of a campaign contribution given to a politician to 
secure future business? Is this a bribe? Is it the same as a kickback? Perhaps 
line drawing would help answer this question.      



  C H A P T E R

 Risk, Safety, and 
Accidents 5  

 After reading this chapter, you 
will be able to 
  •   Know the defi nitions of 

risk and safety  
  •   Discover different factors 

that affect the perception 
of risk  

  •   Study the nature of 
 accidents  

  •   Know how to ensure that 
your designs will be as safe 
as possible.   

     Objectives 

  On a sunny afternoon in May of 1996, Valujet Flight 592 took off from Miami 
International Airport, heading for Atlanta. Within minutes of leaving the run-

way, the DC-9’s electrical systems started to fail and the cockpit and passenger cabin 
began fi lling with smoke. The pilots immediately called the Miami tower for permis-
sion to return and began to descend and turn back toward the airport. However, the 
situation worsened as fi re started melting control cables and the pilots became over-
come with smoke. The plane suddenly banked sharply and descended rapidly. The 
descent was so fast that the air-traffi c control radar in Miami was no longer able to 
register an altitude for the airplane. Miraculously, the plane came out of its steep dive 
and leveled off, either through the efforts of the pilots or because the autopilot came 
back on. The airplane was now at only 1,000 feet above the ground. The air-traffi c con-
trollers in Miami radioed the pilots and attempted to send the aircraft to the closer 
airport at Opa Locka, Florida. Instead, Flight 592 rolled sharply to the right and, fac-
ing nose down, crashed into the Everglades. The two pilots, three fl ight attendants, 
and 105 passengers on board were killed. 

 The subsequent investigation into this accident indicated that the fi re was caused 
by the accidental fi ring of at least one of many chemical oxygen generators that had 
been removed from another Valujet airplane and were being carried back to Valujet 
headquarters in Atlanta. The heat generated by this canister caused a fi re in the cargo 
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hold beneath the cockpit that ultimately brought Flight 592 down. The investigation 
showed that these canisters were improperly secured and shouldn’t have been on 
the airplane at all. 

 One of the most important duties of an engineer is to ensure the safety of the 
people who will be affected by the products that he designs. All of the codes of eth-
ics of the professional engineering societies stress the importance of protecting the 
health and safety of the public in the engineer’s duties. As we will see later in this 
chapter, the cause of the Valujet accident wasn’t a fl aw in the airplane’s design, but 
rather was attributed to a series of mistakes in handling and securing of the oxygen 
canisters. What responsibility does the engineer have for ensuring that these types 
of mistakes are not made? How can products be designed to minimize the risk to 
the user? We will explore these questions in this chapter.   

     5.1   INTRODUCTION 

 No duty of the engineer is more important than her duty to protect the safety and 
well-being of the public. Indeed, the codes of ethics of the professional engineering 
societies make it clear that safety is of paramount importance to the engineer. In 
this chapter, we will look into safety and risk. We will also examine the nature of 
accidents and try to determine what the engineer’s role is in preventing accidents 
and ensuring the safety of the public.  

  5.2   SAFETY AND RISK 

 At the core of many of the cases that we will study are issues of safety and risk. The 
engineering codes of ethics show that engineers have a responsibility to society 
to produce products, structures, and processes that are safe. There is an implied 
warranty with regard to all products that they will perform as advertised—a bridge 
should allow automobiles to cross from one side of a river to the other, and a com-
puter should correctly perform calculations. Similarly, there is an implied warranty 
that products are safe to use. Clearly, nothing can be 100% safe, but engineers are 
required to make their designs as safe as reasonably possible. Thus, safety should be 
an integral part of any engineering design. 

  5.2.1   Defi nitions 

 Safety is at the same time a very precise and a very vague term. It is vague because, 
to some extent, safety is a value judgment, but precise because in many cases, we 
can readily distinguish a safe design from an unsafe one. It is impossible to discuss 
safety without also including a discussion of risk. Risk is a key element in any engi-
neering design; it is impossible to design anything to be completely risk free. How 
much risk is appropriate? How safe is safe enough? To answer these questions, we 
must fi rst study the nature of safety and risk. 

 The American Heritage Dictionary defi nes risk as the possibility of suffering harm 
or loss. Risk is sometimes used synonymously with danger. The same dictionary 
defi nes safety as freedom from damage, injury, or risk. There is some circularity to 
these defi nitions: We engage in risky behavior when we do something that is unsafe, 
and something is unsafe if it involves substantial risk. 

 Although these defi nitions are precise, safety and risk are essentially subjective 
and depend on many factors: 

   1.   Voluntary vs. involuntary risk.   Many consider something safer if they knowingly 
take on the risk, but would fi nd it unsafe if forced to do so. If the property values 
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are low enough, some people will be tempted to buy a house near a plant that 
emits low levels of a toxic waste into the air. They are willing to assume the risk 
for the benefi t of cheap housing. However, if a person already living near a plant 
fi nds that toxic fumes are emitted by the plant and he wasn’t informed, the risk 
will appear to be larger, since it was not voluntarily assumed. This principle is 
true even if the level of emission is identical to that in the example of a person 
choosing to move near the plant.  

  2.   Short-term vs. long-term consequences.   Something that might cause a short-lived 
illness or disability seems safer than something that will result in permanent 
disability. An activity for which there is a risk of getting a fractured leg will 
appear much less risky than an activity with a risk of a spinal fracture, since a 
broken leg will be painful and disabling for a few months, but generally 
full recovery is the norm. Spinal fractures, however, can lead to permanent 
 disability.  

  3.   Expected probability.   Many might fi nd a one-in-a-million chance of a severe 
injury to be an acceptable risk, whereas a 50:50 chance of a fairly minor injury 
might be unacceptable. Swimming at a beach where there is known to be a 
large concentration of jellyfi sh would be unacceptable to many, since there 
would be a high probability of a painful, though rarely fatal, sting. Yet, at the 
same beach, the risk of a shark attack is low enough that it doesn’t deter anyone 
from swimming, even though such an attack would very likely lead to death or 
dismemberment. It is important to remember here that the expected probabil-
ity is only an educated guess.  

  4.   Reversible effects.   Something will seem less risky if the bad effects are ultimately 
reversible. This concept is similar to the short-term vs. long-term risk question 
discussed previously.  

  5.   Threshold levels for risk.   Something that is risky only at fairly high exposures 
will seem safer than something with a uniform exposure to risk. For example, 
the probability of being in an automobile accident is the same regardless of 
how often you drive. (Of course, you can reduce the likelihood of being in an 
accident by driving less often.) In contrast, studies have shown that low levels 
of nuclear radiation actually have benefi cial effects on human health, while 
only at higher levels of exposure are there severe health problems or death. If 
there is a threshold for the effects, generally there will be a greater tolerance 
for risk.  

  6.   Delayed vs. immediate risk.   An activity whose harm is delayed for many years will 
seem much less risky than something with an immediate effect. For example, 
for several years now, Americans have been warned about the adverse long-
term health effects of a high-fat diet. This type of diet can lead to chronic heart 
problems or stroke later in life. Yet, many ignore these warnings and are uncon-
cerned about a risk that is so far in the future. These same people might fi nd an 
activity such as skydiving unacceptably risky, since an accident will cause imme-
diate injury or death.   

 Thus, whether something is unsafe or risky often depends on who is asked. 
Something that one person feels is safe may seem very unsafe to someone else. This 
creates some confusion for the engineer who has to decide whether a project is safe 
enough to be pursued. In making a decision, some analysis methods, especially line 
drawing and fl ow charting, can be used. Ultimately, it is up to the engineer and 
company management to use their professional judgment to determine whether a 
project can be safely implemented.  
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  5.2.2   Engineers and Safety 

 Since safety is an essential aspect of our duties as engineers, how can we be sure 
that our designs are safe? There are four criteria that must be met to help ensure 
a safe design. 

 First, the minimum requirement is that a design must comply with the applicable 
laws. This requirement should be easy to meet, since legal standards for product 
safety are generally well known, are published, and are easily accessible. 

 Second, a design must meet the standard of “accepted engineering practice.” 
You can’t create a design that is less safe than what everyone else in the profession 
understands to be acceptable. For example, federal safety laws might not require 
that the power supply in a home computer be made inaccessible to the consumer 
who opens up her computer. However, if most manufacturers have designed their 
supplies so that no potentially lethal voltages are accessible, then that standard 
should be followed by all designers, even if doing so increases the cost of the prod-
uct. A real-life example of this will be shown later when we consider the DC-10 case, 
in which an airframe was adapted from another design, but was not in accordance 
with the practice of other aircraft manufacturers at the time. This requirement is 
harder to comply with than the legal standard, since “accepted engineering practice” 
is a somewhat vague term. To address this issue, an engineer must continually upgrade 
her skills by attending conferences and short courses, discussing issues with other 
engineers, and constantly surveying the literature and trade magazines for informa-
tion on the current state of the art in the fi eld. 

 Third, alternative designs that are potentially safer must be explored. This 
requirement is also diffi cult to meet, since it requires a fair amount of creativity in 
seeking alternative solutions. This creativity can involve discussing design strategies 
with others in your fi eld and brainstorming new alternatives with them. The best way 
to know if your design is the safest available is to compare it to other potential designs. 

 Fourth, the engineer must attempt to foresee potential misuses of the product 
by the consumer and must design to avoid these problems. Again, this requires a 
fair amount of creativity and research. It is always tempting to think that if someone 
is stupid enough to misuse your product and is injured, then it’s his own fault and 
the misuse and its consequences shouldn’t bother you too much. However, an engi-
neer should execute designs in such a way as to protect even someone who misuses 
the product. Juries aren’t always concerned with the stupidity of the user and might 
return a substantial judgment against you if they feel that a product was not prop-
erly designed. Placing a warning label on a product is not suffi cient and is not a 
substitute for doing the extra engineering work required to produce a safe design. 

 Finally, once the product is designed, both prototypes and fi nished devices 
must be rigorously tested. This testing is not just to determine whether the product 
meets the specifi cations. It should also involve testing to see if the product is safe. 
The importance of adequate testing can be illustrated by the  Kursk  submarine disas-
ter. The  Kursk  was a Russian navy submarine that sank in August of 2000, killing 
everyone on board. The sinking has been attributed to an explosion in the torpedo 
room that ripped open a large hole in the hull. Many crew members of the  Kursk  
survived the initial explosion, but died because they were unable to escape from the 
submarine, and no attempts at rescue by other ships were successful. The June 3, 
2002, edition of  Time  reported that Russian naval engineers say that the  Kursk  was 
equipped with a rescue capsule designed to allow crew members to fl oat safely to 
the surface in an emergency. However, in the rush to get the submarine into ser-
vice, this safety system was never tested. After the accident, some of the survivors 
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attempted to rescue themselves by using this system, but it did not function properly. 
It is essential that in any engineering design, all safety systems be tested to ensure 
that they work as intended.  

  5.2.3   Designing for Safety 

 How should safety be incorporated into the engineering design process? Texts on 
engineering design often include some variation on a basic multistep procedure for 
effectively executing engineering designs. One version of this process is found in 
Wilcox [1990] and is summarized as follows: 

   1.   Defi ne the problem. This step includes determining the needs and requirements 
and often involves determining the constraints.  

  2.   Generate several solutions. Multiple alternative designs are created.  
  3.   Analyze each solution to determine the pros and cons of each. This step involves 

determining the consequences of each design solution and determining 
whether it solves the problem.  

  4.   Test the solutions.  
  5.   Select the best solution.  
  6.   Implement the chosen solution.   

 In step 1, it is appropriate to include issues of safety in the product defi nition 
and specifi cation. During steps 2 through 5, engineers typically consider issues of 
how well the solution meets the specifi cations, how easy it will be to build, and how 
costly it will be. Safety and risk should also be criteria considered during each of 
these steps. Safety is especially important in step 5, where the engineer attempts to 
assess all of the trade-offs required to obtain a successful fi nal design. In assessing 
these trade-offs, it is important to remember that safety considerations should be 
paramount and should have relatively higher weight than other issues. 

 Minimizing risk is often easier said than done. There are many things that make 
this a diffi cult task for the engineer. For example, the design engineer often must 
deal in uncertainties. Many of the risks can only be expressed as probabilities and 
often are no more than educated guesses. Sometimes, there are synergistic effects 
between probabilities, especially in a new and innovative design for which the inter-
action of risks will be unknown. Risk is also increased by the rapid pace at which 
engineering designs must be carried out. The prudent approach to minimizing risk 
in a design is a “go slow” approach, in which care is taken to ensure that all possi-
bilities have been adequately explored and that testing has been suffi ciently thor-
ough. However, this approach isn’t always possible in the real world. 

 Are minimizing risks and designing for safety always the more expensive alterna-
tives? Spending a long time engineering a safer product may seem like a very expen-
sive alternative, especially early in the design cycle before the product has been built 
or is on the market. This, however, is a very short-term view. A more long-term view 
looks at the possible consequences of not minimizing the risk. There is a great deal 
of guesswork involved here, but it is clear that any unsafe product on the market 
ultimately leads to lawsuits that are expensive to defend even if you don’t lose and 
are very costly if you do lose. The prudent and ethical thing to do is to spend as 
much time and expense as possible up front to engineer the design correctly so as to 
minimize future risk of injury and subsequent criminal or civil actions against you.  

  5.2.4   Risk–Benefi t Analysis 

 One method that engineers sometimes use to help analyze risk and to determine 
whether a project should proceed is called risk–benefi t analysis. This technique is 
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similar to cost–benefi t analysis. In risk–benefi t analysis, the risks and benefi ts of a 
project are assigned dollar amounts, and the most favorable ratio between risks and 
benefi ts is sought. Cost–benefi t analysis is tricky because it is frequently diffi cult to 
assign realistic dollar amounts to alternatives. This task is especially diffi cult in risk–
benefi t analysis because risks are much harder to quantify and more diffi cult to put 
a realistic price tag on. Still, this can be a useful technique if used as part of a 
broader analysis, but only if used objectively. 

 In doing a risk–benefi t analysis, one must consider who takes the risks and who 
reaps the benefi ts. It is important to be sure that those who are taking the risks are 
also those who are benefi ting. This consideration is fundamental to issues of eco-
nomic justice in our society and can be illustrated by the concept of “environmental 
racism,” which is the placing of hazardous-waste sites, factories with unpleasant or 
noxious emissions, etc. near the least economically advantaged neighborhoods. 
This practice is sometimes thought of as racism because in the United States, these 
types of neighborhoods are generally disproportionately occupied by minority 
groups. The only ethical way to implement risk–benefi t analysis is for the engineer 
to ensure to the greatest extent possible that the risks as well as the benefi ts of her 
design are shared equally in society.   

  5.3   ACCIDENTS 

 Now that we have discussed some basic ideas related to safety and risk, it will also be 
useful to look at ideas on the nature of accidents and see how these ideas bear on 
our discussion of safety and the engineer’s duty to society. There have been numer-
ous studies of accidents and their causes, with attempts to categorize different types 
of accidents. The goal of this type of work is to understand the nature of accidents 
and therefore fi nd ways to try to prevent them. Since the engineer’s most important 
job is to protect the safety of the public, the results of this type of research have an 
impact on the engineering professional. 

 There are many ways in which accidents can be categorized and studied. One 
method is to group accidents into three types: procedural, engineered, and systemic 
[ Langewiesche, 1998 ]. Procedural accidents are perhaps the most common and are 
the result of someone making a bad choice or not following established procedures. 
For example, in the airline industry, procedural accidents are frequently labeled as 
“pilot error.” These are accidents caused by the misreading of an important gauge, 
fl ying when the weather should have dictated otherwise, or failure to follow regula-
tions and procedures. In the airline industry, this type of error is not restricted to the 
pilot; it can also be committed by air-traffi c controllers and maintenance personnel. 
Engineers must also guard against procedural problems that can lead to accidents. 
These problems can include failure to adequately examine drawings before signing 
off on them, failure to follow design rules, or failure to design according to accepted 
engineering practice. Procedural accidents are fairly well understood and are ame-
nable to solution through increased training, more supervision, new laws or regula-
tions, or closer scrutiny by regulators. 

 Engineered accidents are caused by fl aws in the design. These are failures of 
materials, devices that don’t perform as expected, or devices that don’t perform well 
under all circumstances encountered. For example, microcracks sometimes develop 
in turbine blades in aircraft engines. When these cracks become severe enough, the 
blade can fail and break apart. Sometimes, this has resulted in the penetration of the 
cabin by metal fragments, causing injury to passengers. Engineered failures should 
be anticipated in the design stage and should be caught and corrected during testing. 
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However, it isn’t always possible to anticipate every condition that will be encoun-
tered, and sometimes testing doesn’t occur over the entire range of possible operat-
ing conditions. These types of accidents can be understood and alleviated as more 
knowledge is gained through testing and actual experience in the fi eld. 

 Systemic accidents are harder to understand and harder to control. They are 
characteristic of very complex technologies and the complex organizations that are 
required to operate them. A perfect example of this phenomenon is the airline 
industry. Modern aircraft are very complicated systems. Running them properly 
requires the work of many individuals, including baggage handlers, mechanics, 
fl ight attendants, pilots, government regulators and inspectors, and air-traffi c con-
trollers. At many stages in the operation of an airline, there are chances for mis-
takes to occur, some with serious consequences. Often, a single, minor mistake isn’t 
signifi cant, but a series of minor mistakes can add up to a disaster. We will see this 
type of situation later in this chapter when we study the Valujet crash, in which sev-
eral individuals committed a series of small errors, none of which was signifi cant 
alone. These small errors came together to cause a major accident. 

 The airline industry is not the only complex engineered system in our society 
that is susceptible to systemic accidents. Both modern military systems, especially 
nuclear weapons, for which complicated detection and communication systems are 
relied on for control, and nuclear power plants with complicated control and safety 
systems, have documented failures in the past that can be attributed to this type of 
systemic problem. 

 What are the implications of this type of accident for the design engineer? 
Because it is diffi cult to take systemic accidents into account during design, espe-
cially since there are so many small and seemingly insignifi cant factors that come 
into play, it may seem that the engineer bears no responsibility for this type of acci-
dent. However, it is important for the engineer to understand the complexity of the 
systems that he is working on and to attempt to be creative in determining how 
things can be designed to avert as many mistakes by people using the technology as 
possible. As designers, engineers are also partially responsible for generating owner’s 
manuals and procedures for the use of the devices they design. Although an engineer 
has no way of ensuring that the procedures will be followed, it is important that he 
be thorough and careful in establishing these procedures. In examining the Valujet 
accident, we will try to see how engineers could have designed some things differ-
ently so that the accident might have been averted. 

  A
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  Hurricane Katrina 

 Residents of coastal regions along the east and gulf coasts of the United States have 
long been familiar with the devastating effects of hurricanes. Rarely does a season 
go by without a hurricane striking the mainland United States, causing damage, 
disruption, and loss of lives near the coast as well as far inland where tornadoes 
spawned by the hurricane can destroy property while torrential rains fl ood entire 
communities. Although communities in the United States have plans for handling 
hurricanes and other natural disasters, Hurricane Katrina presented unique prob-
lems that made the normal issues associated with hurricanes even worse. 

 Like many hurricanes that hit the United States, Katrina started as a tropical 
depression, forming in the Caribbean on August 23, 2005. Its fi rst landfall was in 
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south Florida where it was a relatively harmless Category 1 storm. (The intensity of 
hurricanes is described by a system of “categories” ranging from Category 1, the least 
intense, to Category 5, which denotes very signifi cant and dangerous storms.) After 
crossing southern Florida, Katrina intensifi ed into a Category 5 storm as it moved 
through the Gulf of Mexico. Katrina weakened to Category 3 status before making 
landfall along the Louisiana and Mississippi coasts on August 29, but the storm surge 
was still enormous. Damage was reported as far away as Alabama and Texas, but the 
bulk of the damage from wind and fl ooding occurred in New Orleans and the 
Mississippi communities of Biloxi, Gulfport, and Pass Christian [ Story and Farzad, 
2005 ]. Initially, it appeared that New Orleans had survived the hurricane with only 
limited damage. But by August 30, it became clear that the system of levees and 
canals that protect New Orleans had failed, leading to fl ooding of the city. Ultimately, 
over 75% of the city was fl ooded, in some areas to depths as high as 25 feet [ Treaster 
and Kleinfeld, 2005 ]. 

 To understand the problems that New Orleans faced, it is necessary to know a 
little about the infrastructure of the city. New Orleans is one of the oldest cities in 
the United States, having been founded on some relatively high and dry land along 
the Mississippi in 1718. Over the years, the city grew by draining swampland and 
protecting it from fl ooding using levees to hold back the river and other bodies of 
water. Much of the modern city of New Orleans lies below sea level, so a series of 
pumps is used to remove rainwater and prevent fl ooding in the city. As the city has 
grown, more levees were constructed and a system of canals was built in part to help 
protect the city from fl oods on the Mississippi and storm surges from the Gulf of 
Mexico. In addition, New Orleans is a major seaport: oceangoing ships arrive at the 
port of New Orleans through a series of dredged channels and canals. 

 A complete picture of what happened in New Orleans also requires looking 
beyond the city itself to the very complex Mississippi river system and the attempts 
over the years to control the river. Historically, the Mississippi, like all rivers, has 
fl ooded annually. From an ecological point of view, this fl ooding is a good thing, 
enriching the soil in the fl ooded areas and providing nutrients to plant and animal 
wildlife. This fl ooding also contributes to counteracting land subsidence as the 
fl oods leave behind a new layer of soil to rebuild land levels. However, fl ooding is 
generally incompatible with human activity—it interferes with agriculture and 
human habitation. To prevent this fl ooding, humans have been attempting to con-
trol the Mississippi ever since the banks of the river have been occupied. For years, 
levees have been built along the river to prevent fl ooding, often by local entities 
with no coordination of efforts. This is illustrated by a passage from the book pub-
lished in 1874,  Life on the Mississippi  by Mark Twain, where he describes the efforts of 
the precursor to the modern Army Corps of Engineers in taming the river: “The 
military engineers of the Commission have taken upon their shoulders the job of 
making the Mississippi over again—a job transcended in size by only the original 
job of creating it.” 

 Not until relatively recently was there a centralized coordination of fl ood con-
trol projects along the Mississippi, which was basically provided by the Army Corps 
of Engineers. The result of the years of building along the river is an extensive and 
complex system of levees, dams, and canals along the length of the river from 
Minnesota to Louisiana. Although fl ooding has largely been controlled by this, 
there have been numerous unintended consequences [ Hallowell, 2006 ]. For exam-
ple, the Mississippi delta, the land created as soil carried downstream by the river is 
deposited into the Gulf of Mexico by the river, has stopped being nourished by the 
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river and has shrunk. The wetlands of the delta are an important component of the 
protection of New Orleans from storm surges such as those generated on the gulf 
coast by Katrina. Humans have also altered the protection system for New Orleans 
by cutting straight canals through the delta and adjacent areas. It is thought that 
these canals served to funnel storm surge from the gulf to the levees and canals 
protecting New Orleans. 

 On one level, the disaster in New Orleans caused by Hurricane Katrina can be 
viewed as simply an unfortunate natural disaster, similar to an earthquake in 
California. Viewed this way, there are certainly no ethical issues related to the engi-
neering of the protection system for New Orleans. However, even though there is 
no obvious person or group who can be blamed for the disaster, in the weeks and 
months since the disaster, much new information has come to light regarding deci-
sions that were made that contributed to the problems in New Orleans. Perhaps the 
most concise statement to date regarding the issues surrounding this disaster comes 
from a review done by the American Society of Civil Engineers (ASCE). This report 
addressed many important issues: 

•    The report states that “decisions made during the original design phase appear 
to refl ect an overall pattern of engineering judgment inconsistent with that 
required for critical structures.”  

•   “The design calculations for the 17th Street Canal fl oodwall did not account for 
the possibility of a gap developing on the canal side of the fl oodwall as the 
hydraulic loading on it increased.”  

•   “The potential for fl oodwalls to undergo large deformation was evident from a 
mid-1980s fi eld test performed by the Corps.”  

•   “Because it appears that this information never triggered an assessment of the 
impact that such a gap would have on the stability of the existing levee and 
fl oodwall system . . . the ability of any I-wall design in New Orleans to withstand 
design fl ood level loading is unknown.”  

•   “The design calculations did not account for the signifi cantly lower shear 
strength of soils at and beyond the toe of the levee relative to the strength 
beneath the levee crest. The profession has known for decades that strengths of 
soft soils are signifi cantly infl uenced by overburden pressure.”  

•   “The stability of levees founded on soft soils remains in question . . .”  
•   “The 17th Street Canal fl oodwall was designed too close to the margins for a 

critical life-safety structure.”  
•   “[M]any miles of levee and floodwall were overwhelmed by overtopping 

because Katrina exceeded the standard project hurricane. It appears that the 
standard project hurricane refl ected the largest hurricane of record to hit the 
Gulf Coast, occasionally updated when an even larger hurricane struck. This 
approach is inconsistent with the logic used in design of structures to resist 
earthquake loadings or fl oods.”    

  The Crash of Valujet Flight 592 

 Valujet was one of the generation of new discount airlines that sprang up as the 
result of airline deregulation in the 1980s. Based in Atlanta, it offered cheap fares 
to Florida and other popular destinations. Its cost savings were achieved in part by 
hiring other companies to perform many of the routine operations that keep an 
airline fl ying. For example, many major airlines perform aircraft maintenance 
themselves, work that Valujet hired a company named SabreTech to do. One of the 
jobs that SabreTech had been hired to perform for Valujet was the routine task of 
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replacing oxygen-generator canisters in some of its DC-9s. This work was performed 
at SabreTech’s facility at Miami International Airport. 

 The oxygen canisters in the DC-9 are located above the passenger seats and are 
used to provide oxygen to the passengers through masks should the cabin pressure 
somehow be lost. The canisters contain a core of sodium chlorate, which is activated 
by a small explosive charge. This small explosion is initiated when the passenger 
pulls the oxygen mask toward herself. A chemical reaction within the canister liber-
ates oxygen, which the passenger breathes through the mask. During use, the sur-
face temperature of the canister can be as high as 500°F, which is normally not a 
problem, since the canister is mounted so that it is well ventilated. To ensure that 
they will operate properly when needed, the oxygen-generator canisters must be 
replaced periodically. 

 The Valujet maintenance rules made it clear that when the canisters are 
removed, a bright yellow safety cap must be installed on them to ensure that the 
explosive charge is not inadvertently set off. Unfortunately, SabreTech didn’t have 
any of these safety caps on hand while they were performing this work. Instead, tape 
was applied where the caps should have gone, and the canisters were placed in fi ve 
cardboard boxes and left on a shelf in the hangar. However, two of the SabreTech 
mechanics marked on the paperwork that the caps had been installed and signed 
off on the job. 

 The fi ve boxes of canisters sat on the shelf for several weeks, until a manager 
instructed a shipping clerk to clean up the area and get the boxes out of the hangar. 
Since the canisters were Valujet property, the shipping clerk prepared the boxes to 
be shipped back to Valujet headquarters in Atlanta. He rearranged the canisters, 
placing some of them end to end in the box, added some bubble pack on top, and 
sealed up the boxes. To this load, he also added tires, some of them mounted on 
wheels and probably fi lled with air. A shipping ticket was prepared describing the 
load as empty oxygen canisters (even though most of them were full) and tires. The 
load was delivered to Flight 592. 

 The Valujet ramp agent accepted the load despite the fact that Valujet was not 
certifi ed to carry hazardous wastes such as empty oxygen generators, which contain 
a toxic residue from the chemical reaction. The fl ight’s copilot, Richard Hazen, 
also looked at the load and the shipping ticket, but apparently didn’t think that 
there was a problem with carrying this cargo. Together, the ramp agent and the 
copilot decided to put the load in the forward hold, which is underneath and 
behind the cockpit. The Valujet ground crew placed the tires fl at on the bottom of 
the compartment and stacked the fi ve boxes on top of the tires. 

 What happened to the plane after the cargo hold was loaded was reconstructed 
from the fl ight data recorder and the voice recorder, the “black boxes” that all planes 
are required to carry. Takeoff of Flight 592 was normal. But six minutes into the 
fl ight, there was a beep on the public-address system. At the same time, there was a 
sound like a chirp on the voice recorder. The fl ight data recorder indicated a pulse 
of pressure occurring simultaneously with these sounds. Accident investigators think 
that during either taxi or takeoff, one of the canisters was jostled and the explosive 
charge ignited. As the chemical reaction proceeded, the canister got extremely hot, 
especially since the canisters were in a box and were not ventilated as they are when 
mounted in the airplane. The chirping sound and the accompanying pressure surge 
were probably caused by one of the tires in the hold bursting due to the heat. At this 
point, the cardboard boxes and the tires were probably on fi re. Suddenly, the plane’s 
instruments started to indicate an electrical failure, presumably caused by the short-
ing or melting of some of the wiring that ran underneath the cabin fl oor. 
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 As smoke fi lled the cabin, the pilot, Candalyn Kubek, struggled to regain con-
trol of her aircraft. Desperate radio messages were sent to air-traffi c control in 
Miami, where controllers tried to route the plane back to Miami and, fi nally, to a 
closer airport. The pilots were unable to control the plane. It banked sharply to the 
right and dove nose fi rst into the Everglades. All 110 persons aboard were killed. 

 This case seems to be a perfect example of a systemic accident. There were 
many small mistakes made by several people: 

•    The proper safety caps should have been installed.  
•   Although the safety caps were not installed on the oxygen canisters, had they 

been packed properly, this situation might not have been a problem.  
•   The ramp agent, who was trained to identify improper and hazardous cargo, 

should not have let these boxes on the airplane.  
•   The copilot, similarly trained, should also have refused to carry this cargo.  
•   Something that generates such intense heat should not have been put in such 

close proximity to a tire, which burns with very acrid and thick smoke.  
•   The cargo compartment should have had heat and smoke detectors to give the 

pilots advanced warning of trouble in the hold.   

 By themselves, none of these lapses should have led to the crash. However, the 
convergence of all these mistakes made the accident inevitable. 

 In the aftermath of this accident, the State of Florida fi led criminal charges 
against SabreTech, charging the company with 110 counts of murder, 110 counts of 
manslaughter, and various charges related to the improper handling of hazardous 
materials. Initially, the jury in the trial found SabreTech guilty of some of the crimi-
nal charges. This was the fi rst time a criminal guilty verdict had been returned 
against a corporation in the United States. After much legal wrangling, many of 
these guilty verdicts were thrown out by an appeals judge. Ultimately, SabreTech 
agreed to plead no contest to a single count of mishandling hazardous materials 
and to make a $500,000 donation to a fund supporting airline safety causes. This 
outcome dismayed many of the accident victims’ families. SabreTech is no longer in 
business. 

 Three SabreTech employees also faced criminal charges of making false state-
ments, conspiracy, and willfully violating hazardous-materials regulations. At least 
one of them claimed that he was ordered by supervisors to sign forms allowing the 
mislabeled canisters to be placed on the airplane. Charges were dropped against 
one of the three, and ultimately the other two were found not guilty. 

 Immediately after the accident, Valujet’s entire fl eet was grounded for several 
months as the FAA investigated the company’s safety record. Valujet began fl ying 
again in 1996, but eventually changed its name to AirTran to try to help lure business 
back. As a result of the crash, the FAA began to require airlines to install heat and 
smoke detectors in the cargo holds of all airplanes.  

  Firestone Tires 

 In late 1999 and early 2000, Ford Motor Company began to receive reports from 
foreign countries of failure of tires on the Ford Explorer. The Explorer is a popular 
sport utility vehicle (SUV) equipped with standard equipment tires supplied by var-
ious manufacturers. The reports of tire failures were mostly from countries like 
Brazil or Saudi Arabia, where the temperatures that the tires are subjected to can be 
expected to be relatively high. During early 2000, Ford began a program to replace 
tires on Explorers overseas. 
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 At fi rst, it might not seem that tire problems have anything to do with engineer-
ing ethics. Nothing could be further from the truth. Modern automobile tires use 
very complicated designs. Automobile tires are designed by engineers using modern 
engineering tools such as computer-aided design (CAD) software. In addition, engi-
neers working for an automobile manufacturer such as Ford must be very concerned 
about what tires are specifi ed for the vehicles they design, how the tires are manufac-
tured, and how they will interact with the vehicle. 

 During the spring of 2000, the National Highway Traffi c Safety Administration 
(NHTSA) opened an investigation into the tire failures after receiving numerous 
complaints of failures leading to rollovers on SUVs. The tires implicated in this 
problem were manufactured by Firestone, a major international supplier of tires. 
The problem appeared to be that the tread would separate from the body of the 
tire. Firestone was originally a company headquartered in the United States, but 
had been purchased by the Japanese tire manufacturer, Bridgestone. Although the 
number of incidents was small, the tire separation often led to a rollover of the vehi-
cle, which caused severe injury or death of the occupants. Although tire separation 
and subsequent rollovers were a problem on several SUV models, the rollover prob-
lem appeared to be the most severe for Firestone tires mounted on the Ford 
Explorer. 

 As a result of the NHTSA investigation, Firestone voluntarily recalled 6.5 million 
tires. This was only a fraction of the total number of these tires that were already in 
service. Ford Motor Company was especially concerned about the problem, since so 
many of the Explorers were equipped with Firestone tires. After much wrangling 
between the two companies, both behind the scenes and in the newspapers, Ford 
decided to sever its relationship with Firestone, announcing that the company would 
no longer equip new Ford vehicles with Firestone tires. This was an especially sur-
prising development, because Ford and Firestone had a business relationship going 
back almost 75 years. 

 The problems with the tires were ultimately traced to a Firestone manufacturing 
plant in Decatur, Illinois. In the course of the NHTSA investigation, many quality 
control issues were uncovered in this plant. One issue was the use of adhesives that 
had exceeded the manufacturer’s specifi ed shelf life. In addition, workers at the plant 
reported that, sometimes during tire manufacture, bubbles would occur in the body 
of the tire. This is apparently not unusual. Normally, if a bubble appeared during the 
manufacturing process, the tire would be scrapped. But in the case of the Firestone 
tires used on the Explorer, the bubbles were punctured and the manufacturing pro-
cess continued. The workers suggested that these practices were the result of strong 
pressure from management to keep production high. 

 Severing its relationship with Firestone did not solve the problem for Ford, 
which still had huge numbers of their vehicles on the road with potentially fl awed 
tires that Firestone would not recall. After much public debate, Ford decided in May 
of 2001 to do its own recall of Firestone tires on Ford vehicles. Millions of Firestone 
tires were replaced at Ford’s own expense. 

 One of the interesting aspects of this case was that the data uncovered by the 
NHTSA indicated that there was a higher-than-normal rate of failure for these tires 
on all vehicles, but an especially large problem on Ford Explorers. In other words, 
the combination of those particular tires and the Ford Explorer seemed to make 
the problem with the tires worse. Indeed, Firestone tried to claim that the problem 
was really with the Explorer rather than with the tires: They claimed that the 
Explorer was poorly designed and was already susceptible to rollover accidents. 
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This is an illustration of the synergistic effects that occur often in engineering: 
Sometimes two parts of a design that work well alone cause great problems when 
they are put together. It is important for engineers to keep synergistic effects in 
mind in performing new designs, in modifying existing designs and in specifying 
the test procedures for their designs. 

 Ford’s tire recall took many months to complete, but appeared to be successful, 
since the incidence of tire failures and rollovers on Ford Explorers seemed to have 
diminished. Ford also redesigned the Explorer to help eliminate the problem with 
rollovers. Ford spent millions of dollars on its tire recall program, severely affecting 
the company’s profi ts. Firestone has suffered from the negative publicity resulting 
from this case and came close to fi ling for bankruptcy.  

  The Collapse of the Hyatt Regency Kansas City Walkways 

 In the 1970s, it became popular to design upscale hotels with large atriums, some 
extending the entire height of the hotel, a design element still in use today. This 
feature helps create very dramatic architectural spaces in hotel lobbies. Many of 
these designs also include walkways suspended over the atrium. One hotel using this 
design was the Hyatt Regency Kansas City. Development of this hotel began in 1976, 
and construction was completed in the summer of 1980. One year later, in July 1981, 
during a dance party in the atrium lobby, some of the walkways on which people 
were dancing collapsed onto the crowded atrium fl oor, leaving 114 people dead and 
185 people injured. 

 The development of the Hyatt Regency Kansas City was initiated in 1976 by 
Crown Center Redevelopment Corporation, which hired Gillum-Colaco, Inc. of 
Texas as the consulting structural engineers. Gillum-Colaco worked closely with 
Crown Center Redevelopment and the project architects to develop the plans and 
create the structural drawings and specifi cations. Construction on the hotel began 
in 1978. Gillum-Colaco didn’t actually perform the structural engineering for this 
project, but rather subcontracted this work to its subsidiary, Jack D. Gillum and 
Associates, Ltd. 

 The general contractor for the project was Eldridge Construction Company, 
which hired Havens Steel Company as the subcontractor for fabrication and erec-
tion of the atrium steel. The original design called for the walkways to be hung from 
rods connected to the atrium ceiling. There would be two walkways connected to 
each rod by separate nuts (see  Figure   5.1   ). Implementation of this design required 
that the rods be threaded for most of their length, which would greatly increase the 
cost of the rods. Havens suggested a change in the design that would avoid the 
requirement for threading long pieces of rod. It is not uncommon for a subcontrac-
tor to suggest changes in a structure, especially if the changes can lead to cost sav-
ings or easier fabrication. The changed design, shown in  Figure   5.2   , required that 
only a shorter section near the ends of the rods be threaded. In the original design, 
each of the nuts supported the weight of only one fl oor of the walkway. Unfortunately, in 
the revised design, some of the nuts supported the weight of both walkways, effec-
tively doubling the load on the nuts. Gillum and Associates later claimed never to 
have seen any documents related to this change. Nor, they claimed, did anyone 
from Havens or Eldridge contact them about this change. However, drawings indi-
cating these changes were stamped with Gillum’s seal in February of 1979.   

 In October of 1979, during construction, part of the roof of the atrium col-
lapsed. There were investigations of this by Gillum and Associates and by an inde-
pendent engineering fi rm. Reports were sent to the owners and architects assuring 
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To ceiling

4th Floor

2nd Floor

 Figure 5.1 
 Schematic drawing of the second- and 
fourth-fl oor walkway supports as originally 
designed. The nuts beneath the fourth-fl oor 
walkway support only that walkway.       

To ceiling

4th Floor

2nd Floor

 Figure 5.2 
 Schematic drawing of the second- and 
fourth-fl oor walkway supports as built. 
The nuts beneath the fourth fl oor now 
support the weight of both the fourth- and 
second-fl oor walkways—twice the load of 
the original design.       

them that the atrium design was safe. In July of 1980, the hotel opened for business. 
In July of 1981, during a dance, many people were dancing on the second- and 
fourth-fl oor walkways. The load caused by the large number of people on the walk-
ways and by the slight swaying that might have resulted from the dancing helped 
cause the failure of the connections that held up the walkway, resulting in the 
deaths and injuries. 

 In the wake of the accident, an investigation was conducted by the Missouri 
Board of Architects, Professional Engineers, and Land Surveyors. This investigation 
resulted in charges of negligence, incompetence, and misconduct on the part of 
Gillum and Associates and its parent company. The report indicated that the original 
design was only marginally acceptable and didn’t conform to the Kansas City building 
code. As originally designed, the walkways would only have had approximately 60% 
of the capacity required by the code. The changes initiated by Havens and approved 
by Gillum made this situation even worse. 

 Gillum and Associates was also found to be negligent in its investigation of the 
atrium collapse during construction and was found to have placed too much reli-
ance on Havens. As a result of this accident, Jack Gillum lost his license to practice 
engineering, and Gillum and Associates lost its license as an engineering fi rm.  

  The Ford Crown Victoria Police Interceptor 

 First introduced in 1979, the Ford Crown Victoria Police Interceptor (CVPI) quickly 
became the vehicle of choice for law enforcement agencies throughout the United 
States. During the late 1990s, the Crown Victoria made up about 85% of all law 
enforcement vehicles with over 400,000 units in service. However, after several well-
publicized accidents involving fi res resulting from rear-end collisions, many police 
departments halted the purchase of the CVPI. 

 Originally, the Crown Victoria was a full-size, rear-wheel-drive passenger vehi-
cle. Ford adapted the Crown Victoria for use as a police vehicle, making the many 
modifi cations required to make the vehicle suitable for the special requirements of 
police offi cers. One aspect of the car that was not redesigned for police use was the 
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placement of the fuel tank. The Crown Victoria was designed with the fuel tank 
located behind the rear axle, underneath the trunk. A fuel tank positioned in this 
way protrudes into the vehicle’s rear crush zone, making it more susceptible to 
damage if the vehicle is hit from behind. In addition, in this orientation the tank 
was in proximity to bolts that protruded from the axle and the suspension. In a col-
lision, the tank can be pushed into these bolts, piercing the tank and spilling gaso-
line on the ground. When this happens, the gasoline often ignites, engulfi ng the 
automobile in fl ames. 

 It should be noted that this design met all federal safety standards, and that the 
CVPI is not the only vehicle on the market (for police or civilian use) that has a fuel 
tank placed behind the rear axle. However, there are signifi cant differences between 
the CVPI and other designs. For example, the Chevrolet Caprice was another police 
cruiser used in the United States. The Caprice’s fuel tank system was mounted 
behind the rear axle as well, but utilized a design that kept the tank slightly farther 
away from the crush zone and also exposed less of the tank to suspension bolts 
[ Dixon, 2003 ]. Studies showed that the Caprice was less susceptible to the problems 
occurring with the CVPI. 

 Since this is virtually the same design used for the civilian version of the Crown 
Victoria, it is important to point out why the CVPI seemed to be more susceptible to 
this type of accident. In a traffi c stop, police offi cers are trained to park their vehi-
cle several feet behind the stopped car. Police offi cers also park two to three feet 
closer to the roadway than the stopped vehicle to provide the offi cer with a safety 
zone from passing automobiles that might veer onto the shoulder of the road. It is 
fairly rare for a civilian car to be parked by the side of busy roadways in this way. So, 
police cars are more likely to be hit from behind by a fast-moving car than a typical 
passenger vehicle. 

 Concerns about the safety of the CVPI began to surface in 1999 when the North 
Carolina Highway Patrol and the cities of Tempe and Phoenix, Arizona, asked Ford 
to look into the safety of the Crown Victoria. Also in 1999, the Florida Highway 
Patrol released their study of accidents involving rear-end collisions of the CVPI. 
This study was sent to Ford with recommendations to make the gas tanks safer. 

 NHTSA also investigated problems with the CVPI. According to the NHTSA, 
from 1992 to 2001, there were 16 police deaths that resulted from Crown Victorias 
catching fi re after being struck from behind [ Eldridge and Kelly, 2004 ]. The 
NHTSA also noted that the CVPI met federal standards for passenger car safety. In 
2001, Ford issued a technical service bulletin. This bulletin suggested some retrofi t-
ting of the interceptors, including replacing a hexagonal-shaped bolt near the gas 
tank with a rounder, smoother one that would be less likely to pierce the tank. Ford 
did not directly notify law enforcement agencies of this bulletin, and also expected 
the local police agencies to pay for these changes. These modifi cations become 
standard in 2002 models of the CVPI [ Bradford, 2002 ]. 

 In 2002, a police offi cer in Arizona was killed in a CVPI after a fi re caused by a 
rear-end crash engulfed his vehicle. After this, the state of Arizona canceled a 
$4-million order for more CVPIs [ Lenderman, 2002 ]. As a result of the negative 
publicity, in 2002 Ford announced that it would pay to install shields around the gas 
tanks of CVPIs and redesigned the car so that newer versions would be sold with the 
shielding already in place. Many law enforcement agencies believed that this didn’t 
go far enough and that the shields did not offer suffi cient protection to police offi c-
ers. In 2003, Ford announced plans to add a fi re suppression system onto new cars 
built in 2005 and later. This system would automatically spray fi re-retardant chemi-
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cals after a crash to give offi cers time to escape the cars. Unfortunately, existing 
CVPIs could not be retrofi tted with this safety system. 

 These problems culminated in 2003 when the National Association of Police 
Organizations, Inc., representing police unions around the United States, fi led a 
lawsuit against Ford. In addition, police departments in Pennsylvania, Louisiana, 
Florida, Ohio, Texas, Mississippi, Alabama, Illinois, and New Jersey fi led lawsuits 
against Ford, claiming that not enough had been done to fi x the problems. Ford 
worked to make the CVPI safer and less susceptible to this type of accident. Although 
it is clear that the design of the CVPI met federal standards, it is also clear that more 
could have been done to ensure that the design of this vehicle was safe. 

 It should be noted that Ford has a history of problems associated with gas tank 
placement in its products. In the 1970s, the Ford Pinto, a compact car, also had prob-
lems with a gas tank that was improperly placed and was susceptible to puncture by 
bolts during rear-end collisions. The problems with the Pinto are well documented 
and resulted in numerous lawsuits and huge problems for Ford [ DeGeorge, 1981 ].  

  The Failure of the Teton Dam 

 On June 5, 1976, the Teton Dam in Idaho failed, releasing millions of gallons of water 
into the Snake River. The subsequent downstream fl ood caused 14 deaths and dam-
age that was estimated at between $400 million and $1 billion. The Teton Dam was 
designed and built by the Bureau of Reclamation, which had extensive experience 
building dams, including ones of this type. Reclamation had been responsible for 
building over 300 dams, including the Hoover and Grand Coulee dams. The Teton 
Dam was a conventional earthfi ll dam, of which Reclamation had already built 
approximately 250. What was not conventional in this case was the quality of the 
rock in the surrounding canyon walls, which led to the failure of the dam before it 
had even been completely fi lled ( Figure   5.3   ).  

 A typical earthfi ll dam, such as the Teton Dam, consists of a core that is a mound 
of fi ne silt, compacted in order to make it impervious to the fl ow of water. The core 
accounts for about half of the volume of the dam. The silt core is covered with sand, 
gravel, and cobbles. Layers of other materials, such as earth and rocks, form addi-
tional shells; in all, there were fi ve layers of different materials in the Teton Dam. 
Completed, the dam was 305 feet high. 

 The condition of the surrounding canyon walls imposed some unique condi-
tions on the design and construction of the Teton dam. The rock in the walls was 
highly fractured, providing passages through which water can pass. This situation is 
a problem for earth dams, since water that is being held back can infi ltrate the rock 
and pass into the dam, causing erosion of the earth in the structure. Once erosion 
begins, further water can leak into the dam, increasing the erosion and increasing 
the fl ow of water in an increasing cycle, leading to catastrophic failure. The highly 
fractured rock found at the Teton site could easily have caused this type of water 
fl ow and dam failure. During the drilling of test holes in the rock, most of the 
cracks that were discovered were very small. However, when the foundation of the 
dam was excavated, numerous large cracks were discovered in the canyon walls. In 
fact, one of these fi ssures was 4 feet wide and allowed an inspector to walk through 
it about 100 feet both upstream and downstream. 

 Normally, cracks in canyon walls will not prevent the construction of an earthfi ll 
dam, since there are methods by which these cracks can be neutralized. At the Teton 
site, Reclamation cut trenches in the top of the canyon walls on both sides of the dam. 
The trenches were 70 feet deep and extended back 1,000 feet into the canyon walls. 
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 Figure 5.3 
 The aftermath of the failure of the Teton Dam in June 1976. Many areas downstream were inundated 
with water when the dam collapsed.       

Digging these trenches removed much of the most severely fragmented rock. At the 
bottom of the trenches, a series of holes was drilled in three parallel lines. These 
holes extended as much as 300 feet deep to well below the base of the dam. Grout was 
pumped into these holes to seal any remaining cracks in the canyon walls. A single 
row of grout-fi lled holes was also installed on the fl oor of the canyon beneath where 
the dam embankment would be. After grouting, the trenches on the canyon walls 
were fi lled with silt, the same material that was in the core of the dam. In theory, all of 
this resulted in a barrier that was impermeable to water. Any water from the dam that 
escaped into the rock should have had a long and impossible route back to the face 
of the dam and would instead have been likely to emerge from the rock somewhere 
downstream of the dam. Unfortunately, all of these efforts did not work. As the water 
in the dam was reaching capacity for the fi rst time, the dam failed. 

 In the wake of the disaster, many studies and investigations were initiated. One 
of the investigations was performed by a panel of nongovernmental experts—civil 
engineers and dam builders—appointed by the Secretary of the Interior (the Bureau 
of Reclamation’s parent organization) and the governor of Idaho. Hampering these 
investigations was the fact that most of the dam, and certainly the part that failed, 
was swept downstream and destroyed and so was unavailable for analysis. The panel 
concluded that water got through the barriers implanted in the canyon wall either 
by passing through a portion of rock that was not plugged by the grout or by trave-
ling directly through cracks in the silt channel caused by differential strains or 
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hydraulic fracturing. Crossing the trench in this way, the water cut a hole through 
the silt, then fl owed through cracks in the rocks to the core of the dam. There, it dug 
channels in the core materials, weakening the dam and leading to the collapse of the 
entire structure. The panel found that “the failure was caused not because some 
unforeseeable fatal combination existed, but because the many combinations of 
unfavorable circumstances inherent in the situation were not visualized, and because 
adequate defenses were not included in the design” [ Boffey, 1977 ]. 

 Among the fi ndings of the panel [ Boffey, 1977 ]: 

•    There was too much reliance on the grout curtain. Some leakage is inevitable, so 
the design should have included provisions to reduce the consequences of a leak.  

•   The silt used in the core and the trench fi ll was of inadequate quality, increasing the 
potential for erosion and cracking. In addition, this erodible silt was placed next to 
highly cracked rock in the canyon wall and fl oor, where water was certain to get at it.  

•   The trenches in the canyon walls were narrow and steep, resulting in stress pat-
terns that encouraged cracking, hydraulic fracturing, and erosion of the silt 
used to fi ll the trenches.  

•   There was inadequate provision made for handling leakage. Normally, the 
gravel and rocks surrounding the dam’s core are supposed to carry away any 
water leakage. That didn’t seem to occur at the Teton Dam.  

•   There was inadequate instrumentation to monitor conditions in the dam’s 
embankment and the surrounding canyon walls. There was no clue that there 
was a problem until just hours before the collapse, when it was no longer pos-
sible to do anything. The panel felt that had there been better instrumentation, 
the early signs of the failure might have been detected and remedies might 
have been applied before the disaster.    

  The DC-10 Case 

 In July of 1970, the McDonnell Douglas corporation, one of three major commercial-
airliner manufacturing companies in the United States, was pressure testing the new 
DC-10, a wide-body aircraft designed to compete with the soon-to-be-introduced 
Boeing 747 and Lockheed L-1011. At the time, Boeing had an edge on the competi-
tion, since it was converting to civilian use an existing design for a large military 
cargo plane. It had not won the contract to build the cargo plane, but with little 
modifi cation could have adapted the design to the commercial-airliner market. 
Turning an existing design into a new civilian airliner is clearly easier than starting 
from scratch, so Boeing had a large advantage in the potentially huge wide-body 
aircraft market. Lockheed was well along with its design as well. During the pressure 
testing of the DC-10, the cargo door on the prototype blew out and the fl oor of the 
passenger compartment buckled. 

 In 1972, after the introduction of the DC-10 airliner, an American Airlines DC-10 
fl ying over Windsor, Ontario, suffered an accident similar to the one experienced dur-
ing testing. The cargo door failed in fl ight, collapsing the cabin fl oor. In the DC-10, 
the electrical and hydraulic lines that are used to control the plane were routed under 
this fl oor. In this accident, several of these hydraulic lines were severed. Fortunately, 
the pilot was still able to control the plane and brought it to a safe landing in Detroit. 

 In March of 1974, the same type of accident occurred again, this time on a 
Turkish Airlines DC-10 carrying 346 passengers. At 10,000 feet over the suburbs of 
Paris, the cargo door failed and the fl oor of the passenger compartment collapsed. 
This time, all of the hydraulic and electrical connections were severed, rendering 
the airplane uncontrollable. The plane crashed, and everyone on board was killed. 
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 Two aspects of the aircraft design were blamed for these accidents: the cargo-
door latching system and the fl oor structure. Designers had considered either hydrau-
lic or electric latches to secure the cargo door. A manual latching system was not 
feasible, since the cargo door was extremely large. The hydraulic and electric latches 
considered by the McDonnell Douglas engineers had very different failure mecha-
nisms. Briefl y, if the hydraulic latch didn’t close completely, it would fail when rela-
tively small amounts of internal pressure built up on the door. Thus, the door would 
pop open soon after takeoff at relatively low altitudes, where the pressure difference 
between the cabin and the cargo hold would not be great enough to cause the fl oor 
to buckle, and the plane could still safely return to the airport [ French, 1982 ]. 

 On the other hand, if the electric latch hadn’t closed completely, it would stay 
stuck until a much greater pressure had built up inside the aircraft. This situation 
would lead to a high-altitude blowout with catastrophic results. However, the DC-10 
designers chose the electric latch for sound engineering reasons: It was lighter and 
had fewer moving parts than the hydraulic latch. 

 In designing the airframe, McDonnell Douglas chose to make the DC-10 much 
like the older DC-8 and DC-9, two very successful and safe aircraft. The DC-10 engi-
neers were constrained by management to use the existing airframe technology, which 
was not necessarily adequate for an aircraft the size of the DC-10. Indeed, both Boeing 
and Lockheed had made several advancements in their airframe structural designs for 
the 747 and the L-1011, respectively [ French, 1982 ]. These design advances were not 
proprietary, so the accepted engineering practice for building a jumbo jet was signifi -
cantly different from what McDonnell Douglas was doing [Eddy, Potter, and Page, 
1976]. The structural integrity of an airliner is important, especially since the hydraulic 
control systems that operate the control surfaces of the aircraft must run somewhere 
through the airframe. Interestingly, both Lockheed and Boeing used four parallel 
redundant hydraulic systems, any one of which was capable of fl ying the aircraft. To 
save cost, McDonnell Douglas chose to utilize only three parallel redundant systems. 
In addition, Boeing had chosen to route the control lines through the ceiling above 
the cabin, where they were not susceptible to damage when cabin pressure was lost. 

 The dismal safety record of the DC-10 continued on May 23, 1979, when an 
American Airlines DC-10 taking off from O’Hare International Airport in Chicago 
crashed after one of the underwing engines tore away from its support and fell to 
the ground. As it separated from the wing, the engine ripped through the hydraulic 
lines that ran through the wings, leaving the pilots with no means for adjusting the 
control surfaces on that side of the aircraft. The pilots were unable to bring the 
airplane under control, and the plane crashed, killing everyone on board. 

 Offi cially, the cause of the crash was improper maintenance procedures by air-
line personnel. When the engines were removed for maintenance, they were not 
replaced using the correct procedure, causing minuscule cracks to form in the engine 
supports, leading to the failure. Apparently, the correct procedure to replace engines 
was cumbersome and time-consuming. So, maintenance workers instead would use a 
forklift to hoist the engine into position. Apparently, sometimes the engine was inad-
vertently slammed into the mount resulting in the microcracks. Some blame for this 
accident can also be attributed to the DC-10’s design. The triply redundant hydraulic 
lines that activated the wing’s control surfaces were all located in the leading edge of 
the wing. When the engine tore away from its mount, it damaged all three systems. In 
contrast, the Boeing and Lockheed design called for four redundant hydraulic lines 
that were more safely spaced throughout the wing [ Newhouse, 1982 ]. 

 Clearly, some fault for these accidents belongs with the design engineers, 
although in part, their actions are the result of corporate policies. The corporation 
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had a very conservative design culture that neither expected innovation nor desired 
to be at the leading edge [ French, 1982 ]. In addition, McDonnell Douglas was not 
doing well fi nancially, and so there were economic constraints and competitive time 
constraints put on the engineers in executing the design. Thus, there seems to have 
been some collective corporate responsibility for these accidents. 

 There was also some individual responsibility for the accidents. Following the 
near disaster in 1972, McDonnell Douglas agreed with the FAA that the cargo-door 
latching system should be modifi ed and began work to refi t the latches on the exist-
ing fl eet. The Turkish Airlines plane was sent to McDonnell Douglas’s plant in 
California in July of 1972. The plant records show that three inspectors stamped the 
maintenance records for this aircraft to signify that the door modifi cations had 
been completed. However, the work had not actually been done. The inspectors 
had either very weak excuses or no explanation at all about how their stamps 
appeared on the records even though the work had not been performed. Clearly, 
there is no excuse for not paying close attention to inspection details, especially on 
a critical system where human life is at stake. The fact that three inspectors failed to 
notice that the modifications had not been made as required indicates that 
McDonnell Douglas had lax oversight of the inspection and modifi cation process 
and is also responsible for the work not being performed. 

 In the aftermath of the 1979 Chicago crash, all DC-10s were grounded for 
rework and inspection. After they were recertifi ed as airworthy by the FAA, the fl ying 
public was understandably loathe to fl y on the DC-10. In fact, partly in a marketing 
effort to overcome these problems, McDonnell Douglas eventually renamed its entire 
line of aircraft with a new “MD” designation. Essentially the same plane, though rede-
signed for better safety, the “new” DC-10 became the MD-11. In 1997, Boeing merged 
with McDonnell Douglas and has absorbed its former competitor’s commercial 
 aviation business into its own organization.  

  Cellular Phones and Automotive Safety 

 In October of 1993, a Ford Explorer was traveling on a county highway in Suffolk 
County, New York. The Explorer was equipped with an older-style cellular phone 
that was mounted on the transmission hump between the front seats. While using 
the phone, the driver took her eyes off the road. The vehicle crossed over the center 
dividing line and struck an oncoming car head on. Three members of a family rid-
ing in the other car were severely injured and required extensive hospitalization. As 
a result of this accident, the victims sued the manufacturer of the cell phone, the 
company that made the mounting bracket for the phone, and the shop that installed 
the bracket and the phone. 

 This case is just one of many traffi c accidents that have been caused by drivers 
whose attention was diverted by using cellular phones for talking or texting while 
driving. It seems intuitively obvious that using a cell phone while driving is danger-
ous, but how big is the risk? Surprisingly, there is little data on this since most police 
departments do not require accident investigators to gather information on 
whether a cell phone was in use during the time leading up to an accident. However, 
in a study published in early 1997, two Canadian researchers answered this impor-
tant question. This study was motivated by an incident that happened to one of the 
researchers, a physician at a medical school in Toronto. He had returned a call to a 
patient. The number he dialed turned out to be a cell phone, which the patient 
answered while driving. During their brief conversation, the patient was in an acci-
dent, leading the physician to initiate a study on just how dangerous cell phone use 
during driving can be. 
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 The study was performed by looking at records of several hundred accidents in 
which cell phones were present in the car. With the permission of the drivers, the 
researchers obtained the cellular phone records of the drivers to see whether they 
were using the phones at the time of the accidents. Their results indicate that the 
risk of being involved in an accident is four times greater when the driver is using a 
cell phone. For comparison, the researchers pointed out that a driver whose blood 
alcohol content is 0.10% has the same increased risk of being in an accident. This 
blood alcohol level is above the legal limit in most states in the United States. So, 
using a cell phone in a car seems to be just as risky as driving drunk! Several subse-
quent studies have confi rmed this result. 

 How widespread is the problem? A study by the NHTSA reported in 2001 that, 
at any given time, 3% of all drivers nationwide are talking on a cell phone. A 2006 
study showed that 73% of motorists talk on cell phones while driving, and 19% text 
message behind the wheel. Another study in 2006 indicated that drivers who were 
using a cell phone—hand held or hands free—took 18% longer to brake than driv-
ers who were not using the phone. 

 In response to these studies, cell phone use while driving has been banned in 
over 23 countries including Brazil, Israel, and Sweden. In the United States, numer-
ous states including California, Florida, and Massachusetts have banned talking on 
a cell phone while driving. In states without a ban, many cities have taken the initia-
tive to ban cell phone use by drivers except in an emergency. 

 What responsibility do engineers have regarding this problem? Cell phones 
and the means for mounting them in automobiles are designed by engineers, so 
certainly some responsibility for ensuring that they can be used safely resides with 
the design engineer. An obvious way to make these phones safer to use is to design 
them so that they can be operated hands free through Bluetooth® or similar tech-
nology. Indeed, this approach has been tried by several manufacturers, relying 
chiefl y on speech recognition software and on digital voice synthesis. However, this 
doesn’t necessarily solve the problem. The same Canadian study discussed previ-
ously looked into whether hands-free cell phones were safer to operate. Although 
the data were much more limited, the indication was that the accident risk is identi-
cal for hands-free phones compared to the more conventional types requiring sig-
nifi cant driver attention to dialing. Why is this? 

 Researchers speculate that the key issue in accidents involving cell phones is 
the diversion of the driver’s attention while talking on the phone and not necessar-
ily the loss of the use of one hand during dialing, talking, or texting. This result, if 
true, does not match our intuitive sense of the hazards of cell phones. After all, 
often there is another person in the car talking to the driver. Talking to a passenger 
would seem to be as diverting as talking on the phone. The difference appears to be 
that when there is a passenger and the conditions require added driver attention, 
the passenger intuitively knows to stop talking or changes to less stressful topics. 
Someone talking to the driver on a cell phone can’t know what the traffi c is like and 
will thus not know when to stop talking. 

 It has been reported that several computer and software manufacturers are 
developing dashboard-mounted computers that would allow drivers to check their 
e-mail and surf the Internet. Naturally, these plans include voice recognition and 
speech synthesis for communication between the driver and the computer. These 
systems pose yet another threat to driver attention and highway safety. 

 It is not surprising that although laws have been passed in many places banning 
the use of cell phones while behind the wheel, these bans have not been effective in 
reducing automobile accidents. A 2010 study by the Highway Loss Data Institute 
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[ Tessler, 2010 ] found that these bans have not resulted in fewer crashes. The study 
also indicated that there was no difference in the number of accidents before bans 
were enacted compared to afterward and found no difference in accident rates 
between states with cell phone bans compared to similar states with no bans. Of 
course, this doesn’t mean that using a cell phone while driving is safe. Rather, it may 
simply mean that these laws are widely ignored and are diffi cult to enforce and have 
had no impact on the rate of use of cell phones in automobiles, and therefore, little 
effect on accident rates. Clearly other approaches will be necessary to help prevent 
accidents due to cell phone use while driving. 

 In defense of cell phones used in autos, it should also be pointed out that there 
are some ways in which safety can be enhanced by a cell phone. In the Canadian 
study, nearly half of the people who had been in accidents used the cell phones to 
call for help.  

  Nanotechnology 

 The potential for nanotechnology to bring benefi ts to humankind is huge. However, 
to harvest these benefi ts, we will need to pay attention to the many potential pitfalls 
of this technology. Nanotechnology is defi ned by size. A nanometer is a billionth of 
a meter    1 � 10�9 (m)    and the nanoscale ranges from 1 to 100 nm. Nanotechnology 
is the design and production of materials, devices, and systems that exploit the 
 phenomena of the nanoscale. The challenge of the nanoscale lies not just in minia-
turization, but in the fact that materials behave differently as their dimensions 
shrink. For example, when a structure consists of only a few atoms or molecules, its 
behavior is governed by quantum mechanics or surface-volume ratios rather than 
by bulk properties. 

 Many people predict that nanotechnology will lead to dramatic advances in 
health care, including drug delivery systems, bone repair, diagnostic tools, and thera-
pies for cancer, diabetes, and other chronic diseases [Alivasatos, 2001]. However, 
nanoparticles also pose a health and safety challenge. This concern lies in the fact 
that surfaces of many materials can be highly reactive, while the bulk of the material 
is fairly inert. In the large-scale bulk materials that we are used to dealing with, surface 
atoms are only a tiny fraction of the total number of atoms in the material. So even if 
the surface is highly reactive, a large piece of the material is not particularly reactive. 
This is no longer true when small nanosized particles are fabricated. A 30-nm particle 
has 5% of its atoms on the surface, while a 3-nm particle has 50% of its atoms on the 
surface. Thus, a vial of nanopowder made of a material with a reactive surface can be 
far more reactive than the same weight of a solid piece of this material. A material can 
be perfectly safe in bulk, but toxic in its nanoform because the surface properties can 
dominate in small particles. For example, some studies suggest that carbon nano-
tubes, structurally similar to asbestos fi bers, may be carcinogenic [Joint Report], while 
carbon in its bulk diamond or graphite forms is inert. 

 Research has shown that some nanoparticles are able to penetrate living cells. 
Medical researchers are attempting to exploit this property to create new ways to 
diagnose and cure disease. However, nanoparticles in the environment may pose a 
health hazard. A nanoparticle transported through the bloodstream to cells within 
the body might directly attack the cell, leading to new diseases. [ETC Group]. Or, a 
nanoparticle made from a material with a reactive surface might adsorb pollutants 
or other contaminants directly into cells within a human body. 

 Currently there are relatively few companies in the world manufacturing carbon 
nanotubes. However, this number is surely bound to increase rapidly in the future. 
There are products on the market today that utilize nanoparticles, most notably cos-



96 5.3 Accidents

metics and sunscreens. While products using nanoparticles have already been intro-
duced, studies regarding the safety of these particles are being undertaken at several 
universities and other research laboratories, though today these studies are in their 
infancy. Federal regulatory agencies in the United States have only begun to think 
about how to regulate these new materials. 

 What is different about the ethics of nanotechnology? In many ways there are 
no differences. We have the same obligation to act responsibly and professionally 
with nanotechnology as we do with conventional technologies; many of the issues 
associated with nanotechnology need to be addressed for any technology. In the 
past, new technologies and materials have generally been introduced without 
regard to their ethical and societal implications. However, this is changing, as can 
be seen by the fact that government agencies funding research in nanotechnology 
now require that some of the money for these projects be set aside for projects 
designed to assess potential ethical and societal impacts of nanotechnology.  

  The Tokaimura Nuclear Accident 

 Nuclear energy is a very sensitive issue in Japan. The aftermath of the bombing of 
Hiroshima and Nagasaki at the end of World War II gave the Japanese people fi rst-
hand knowledge of the devastating effects of exposure to nuclear radiation. So, 
their concerns about nuclear safety are perhaps even greater than elsewhere in the 
world. Although Japan is one of the most industrialized and richest nations in the 
world, they are energy-resource poor. Virtually all of the necessary fuel for conven-
tional power plants must be imported. So the use of nuclear power plants to gener-
ate electricity is very attractive to Japan as a means for diversifying their electrical 
energy production and reducing reliance on fossil fuel imports. Japan has a very 
active nuclear energy research program. 

 In 1999, three workers at a Japanese nuclear fuel plant were exposed to high doses 
of radiation when an accident occurred while they were preparing nuclear reactor fuel. 
There were concerns about exposure of the surrounding neighborhoods to radiation, 
leading to the temporary evacuation of 161 people living near the plant. Eventually, two 
of the workers died as result of this accident [World Nuclear Association website]. 

 The fuel preparation plant at Tokaimura was owned by Japan Nuclear Fuel 
Conversion Company (JCO), a subsidiary of the large Sumitomo family of compa-
nies. This small plant was used to process up to 3,000 kg a year of highly enriched 
uranium (up to 20% U-235) used in research and experimental reactors. Of utmost 
importance in any fuel manufacturing process involving uranium is to avoid criti-
cality. This means preventing the concentration of uranium from reaching a critical 
mass and ensuring that conditions do not allow a nuclear chain reaction to begin. 
Achieving criticality is what makes a nuclear reactor operate, but it is to be avoided 
during the processing of fuel. 

 As originally designed and approved, the fuel production process called for dissolv-
ing uranium oxide powder in nitric acid in a dissolution tank, transferring this solution 
to a storage column where it was mixed with other components, and fi nally transferring 
the mixture to a precipitation tank. Preventing criticality was designed into the fuel 
production process and the equipment. For example, the storage column was designed 
to prevent a nuclear chain reaction from occurring, and the process had built-in con-
trols to keep the amount of radioactive material transferred into the precipitation tank 
below critical levels. Control of the amount of uranium in the precipitation tank was 
essential in preventing a critical mass of material in the fi nal stage of the process. 

 After a few years of operation, the company modifi ed the fuel production process 
without seeking permission from the government authorities in charge of regulating 
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this type of plant. The changes included dissolving the uranium oxide in stainless 
steel buckets instead of in the dissolution tank, having the workers directly tip the 
solution from the buckets into the precipitation tank, and using mechanical stirring 
in the precipitation tank to mix the materials rather than having this occur in the 
criticality-safe storage column. Using this new process, there was no longer any auto-
mated control over the amount of material tipped into the precipitation tank. These 
changes were made to simplify and speed up the process. 

 On September 30, 1999, three workers were using the modifi ed procedure to 
prepare a batch of fuel enriched to 18.8%. Previously, the new process had only 
been used for batches at 5% enrichment, and so criticality was not an issue. As they 
tipped material into the precipitation tank, a critical mass was reached and a self-
sustaining nuclear fi ssion chain reaction began. Once this began, intense gamma 
and neutron radiation was emitted, triggering alarms. Within fi ve hours of the start 
of the intense emission, 161 people in the nearby neighborhood were evacuated. 
The criticality continued for approximately 20 hours and was fi nally stopped when 
workers drained water from a cooling sheath around the precipitation tank (water 
refl ects neutrons, so draining the sheath allowed neutrons to escape from the tank 
so they would no longer contribute to keeping the chain reaction going) and replaced 
it with a boric acid solution (this absorbs neutrons and ensured that the chain reac-
tion would not start back up). Although the emission of neutrons ceased, gamma 
radiation was still being emitted. 

 There was only a slight release of radioactive material outside the tank and out-
side the environs of the plant, so the Japanese government classifi ed this as a Level 
4 accident, based on the International Nuclear Event Scale (INES) created by the 
International Atomic Energy Agency (IAEA). Level 4 means that the event is an 
irradiation accident rather than a contamination accident. The IAEA attributed the 
accident to human error and breaches of accepted safety procedures. JCO admitted 
that it had violated normal safety procedures and had violated laws related to radia-
tion safety. The plant’s operating license was revoked in 2000. Ultimately, all three 
of the workers originally exposed to the radiation became very ill, and two of them 
died. In addition, other workers were exposed to radiation and became sick as well, 
although none died. 

 It would be easy to simply attribute this accident to “human error.” However, 
there are other errors here as well: management, regulatory, and engineering. 
Management at JCO was responsible for allowing the changes in the process to take 
place without proper analysis and without regard for the potential consequences of 
these changes. Although the plant received twice-annual inspections from the 
Japanese regulatory agency with authority over nuclear materials processing, evi-
dently these visits were not thorough enough. Indeed, it was reported that none of 
these regulatory visits occurred while fuel processing was actually taking place. 
Engineering errors occurred through insuffi cient oversight of changes that had been 
made to the enrichment process and failure to foresee the consequences of these 
changes. Basically, the corporate safety and corporate ethics culture within JCO was 
insuffi cient to ensure the protection of its workers and the people living near its plant. 

 What responsibility do engineers have for this accident? Engineers would have 
been involved in all aspects of the decision making that led to this accident. JCO 
employed engineers both in the design of the fuel production process and in the 
design of the associated processing equipment. JCO also had engineers employed 
in management positions related to this plant. Finally, engineers worked for the 
nuclear regulatory agency in Japan that had oversight over the Tokaimura plant.     



98 5.3 Accidents

 Procedural, engineered, 
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  5.1    Think of some type of risky or unsafe behavior in which you have participated. 
What made it seem unsafe? Why did you do it anyway? What does this tell you 
about your role as an engineer?   

  HURRICANE KATRINA  

  5.2    What responsibility do engineers have for the failure of the levee system in 
New Orleans after Hurricane Katrina?   

  PROBLEMS 
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   5.3    What do the engineering codes of ethics suggest about this situation?   
   5.4    Assume that engineers responsible for levee and canal design in the New 

Orleans area were aware that the designs were inadequate and an accident was 
inevitable. What responsibilities does an engineer have in this sort of situation?   

   5.5    All engineering projects are constrained by the availability of time and money. 
Some contend that the fl ood control system in New Orleans was designed as 
well as it could be given the fi scal constraints put on the engineers. What should 
engineers do if they don’t have the budget required to do the job correctly?   

   5.6    What issues arise from the construction of new structures on top of older, less 
well-documented existing structures?   

   5.7    Some reports indicate that the levee system in New Orleans was designed to 
withstand the worst storm that had previously struck the United States, with 
no additional margin of safety. Is such a decision ethical?   

   5.8    In the wake of this disaster, it became clear that the risks associated with fl ood-
ing in New Orleans were not equitably distributed: the most severe fl ooding 
occurred in neighborhoods occupied by citizens with the lowest economic 
status. What responsibility do engineers have to ensure that risks are equally 
shared? Or, is this solely the responsibility of the political system?   

   5.9    The engineering codes of ethics state that engineers should help the public to 
understand the implications of technology. In what way should engineers in 
New Orleans have sought to inform the public about the risks associated with 
the canal and levee system?   

  VALUJET 592  

  5.10    Is this accident an engineered, procedural, or systemic accident? Is it partly all 
three?   

  5.11    What does this accident tell us about how systemic accidents can be avoided?   
  5.12    How might the oxygen canisters have been engineered to prevent such an acci-

dental fi ring? Is there a better way than safety caps to secure these canisters?   
  5.13    Should smoke and heat detectors have been installed in the cargo holds? Why 

do you think they weren’t?   

  FIRESTONE TIRES  

  5.14    Use one of the codes of ethics of the professional engineering societies to ana-
lyze this case. You should put yourself in the position of an engineer working 
either for Ford or for Firestone.   

  5.15    Use the ethical theories—utilitarianism, duty and rights ethics, or virtue ethics—
to analyze this case. You should put yourself in the position of an engineer 
working either for Ford or for Firestone.   

  5.16    What type of accident was occurring in this case (procedural, engineered, or 
systemic)? How could engineers for both companies have prevented the proce-
dural aspects of these accidents? How could engineers for both companies 
have prevented the engineered aspects of the accidents? How could engineers 
for both companies have prevented the systemic aspects of the accidents?   

  5.17    Did Ford do the right thing by ordering its own recall of Firestone tires?   

  KANSAS CITY HYATT REGENCY WALKWAY COLLAPSE  

  5.18    What type of accident was this? How could the accident have been avoided?   
  5.19    Ultimately, who was responsible for checking the drawings and approving 

changes?   
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  5.20    What responsibility did Havens have for the collapse?   
  5.21    Who is responsible for ensuring that the applicable building codes are followed?   
  5.22    What responsibility does an engineer have for checking and ensuring that 

what is in the drawings is what actually goes into the building?   

  FORD CROWN VICTORIA POLICE INTERCEPTOR  

  5.23    Was the design for gas-tank placement in the CVPI acceptable engineering? 
Explain.   

  5.24    Did the CVPI design meet acceptable engineering standards? Is the fact that 
the design did not violate federal standards important?   

  5.25    The CVPI design was essentially a retrofi t of an existing civilian design for 
police use. What level of redesign should have been done in this case? What 
does this say about other situations where existing designs are scaled up or 
otherwise adapted to a new use?   

  5.26    Police offi cers know their work is hazardous and involves many safety risks. Does 
this mean that passenger car safety standards are adequate for police vehicles?   

  5.27    Use line drawing to analyze this case from the perspective of Ford engineers. 
Did Ford do the right thing?   

  5.28    Make a fl ow chart that might have helped Ford engineers and managers ana-
lyze their decisions regarding gas-tank placement in the CVPI. What would 
have been the best choice?   

  TETON DAM  

  5.29    Many critics of the Bureau of Reclamation contend that the dam should never 
have been built, given the highly cracked nature of the rock in the surround-
ing canyon walls. Should the dam have been built under these circumstances?   

  5.30    Some critics charged that once the momentum had been built on this project, 
there was no stopping it, regardless of the problems that became evident dur-
ing construction. Can all problems be overcome with more engineering? 
Should all problems be overcome with more engineering? Should new meth-
ods have been employed to solve the fi ssured rock problem, rather than rely-
ing on technology (the grout curtains) that the bureau had experience with at 
other less fi ssured sites?   

  5.31    Seepage and leakage of water around this type of structure is probably inevita-
ble. What precautions should engineers take to ensure that an inevitable 
problem is managed?   

  5.32    How much instrumentation and monitoring is enough in this type of situation?   
  5.33    Should this accident be classifi ed as procedural, engineered, or systemic?   
  5.34    Draw a fl ow chart of the decisions made by the engineers as they designed the 

Teton Dam. Where do you think they went wrong?   

  DC-10  

  5.35    Should engineers have refused to build the DC-10 on such an accelerated 
schedule?   

  5.36    Should the design engineers have insisted on using state-of-the-art designs 
even if doing so went against the corporate culture?   

  5.37    In the aftermath of the door blowout on the prototype, what should McDonnell 
Douglas have done?   

  5.38    Given that McDonnell Douglas management knew that there was a problem 
with the cargo door as early as 1970, when the prototype failed, and knew that 
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there could be catastrophic failure of the airplane’s superstructure, leading to 
an accident, what ethical responsibility for the accidents does it have?   

  5.39    The hydraulic latching system seems to be more “fail safe” than the electric sys-
tem. What are the ethical implications of using the electric system in the DC-10?   

  5.40    What were the responsibilities of the inspectors who oversaw the modifi cation 
of the doors? What responsibility does McDonnell Douglas have to ensure 
that inspections are performed properly?   

  5.41    Analyze this case from the perspective of risk–benefi t analysis. What conclu-
sion would a reasonable manufacturer take? In assessing the risk, be sure to 
keep in mind that there is some fi nancial risk to the company, but also some 
personal risk to the people fl ying on the airplane. Is it reasonable to expect 
passengers to understand the risks involved? Even though fl ying is acknowl-
edged to be a risky endeavor?   

  CELL PHONES  

  5.42    What responsibility does the design engineer have to ensure that the products 
he designs are safe to use? A cell phone can be safely used by stopping the car 
while talking, but not everyone does this. Is this the engineer’s fault?   

  5.43    In what ways could cell phones be made safe to use in an automobile?   
  5.44    On balance, is the use of cell phones in automobiles a safety risk or a safety 

enhancement?   
  5.45    Do you text while driving your car? Why?   
  5.46    Some manufacturers are planning to offer dash-mounted web access in vehi-

cles. Do you think this is a good idea? Why, or why not? What are the ethical 
implications of this for the engineers working for an automobile manufacturer?   

  NANOTECHNOLOGY  

  5.47    What new ethical issues do you think nanotechnology brings about?   
  5.48    What are the pitfalls of introducing a new technology without thorough testing of 

its safety?   
  5.49    Is it possible to thoroughly test the safety of new technology before it is introduced?   
  5.50    Do you think the attempts of the federal government to change the way tech-

nologies are introduced by requiring research on the societal and ethical 
implications of the technology are practical? Why?   

  THE TOKAIMURA CRITICALITY ACCIDENT  

  5.51    What type of accident is this? Procedural, engineered, or systemic?   
  5.52    Is it unusual to redesign a process so that it is more effi cient? What safeguards 

should be put in place to ensure that design changes are well thought out and 
receive the input required to make sure that the new process is at least as safe 
as the old one?   

  5.53    What responsibility did engineers employed by JCO have for this accident?   
  5.54    Government regulatory agencies often employ engineers to oversee highly 

technical processes. What responsibility would engineers working for a 
nuclear regulatory agency in Japan have for this accident?   

  5.55    What aspects of a corporate safety culture or a corporate ethics culture seemed 
to be missing at JCO? What would you do to improve this?      
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Responsibilities
of Engineers 6  

  C H A P T E R

 After reading this chapter, you 
will be able to 
  •   Discuss the responsibilities 

and rights that engineers 
have  

  •   Understand what a confl ict 
of interest is and know how 
to manage one  

  •   Determine what whistle-
blowing is and when it is 
appropriate to blow the 
whistle.   

     Objectives 

  In the early 1970s, work was nearing completion on the Bay Area Rapid Transit (BART) 
system in the San Francisco Bay metropolitan area. The design for BART was very inno-

vative, utilizing a highly automated train system with no direct human control of the 
trains. In the spring of 1972, three engineers working for BART were fi red for insubordi-
nation. During the course of their work on the project, the three had become concerned 
about the safety of the automated control system and were not satisfi ed with the test 
procedures being used by Westinghouse, the contractor for the BART train controls. 

 Unable to get a satisfactory response from their immediate supervisors, the engi-
neers resorted to an anonymous memo to upper management detailing their con-
cerns and even met with a BART board member to discuss the situation. The 
information on the problems at BART was leaked to the press by the board member, 
leading to the fi ring of the engineers. They subsequently sued BART and were aided 
in their suit by the Institute of Electrical and Electronics Engineers (IEEE), which con-
tended that they were performing their ethical duties as engineers in trying to protect 
the safety of the public that would use BART. Eventually, the engineers were forced to 
settle the case out of court for only a fraction of the damages that they were seeking. 

 There are many rights and responsibilities that engineers must exercise in the 
course of their professional careers. Often, these rights and responsibilities overlap. For 
example, the BART engineers had a responsibility to the public to see that the BART 
system was safe and the right to have their concerns taken seriously by management 
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without risking their jobs. Unfortunately, in this case, their rights and responsibilities 
were not respected by BART. In this chapter, we will take a closer look at these and 
other rights and responsibilities of engineers.   

     6.1   INTRODUCTION 

 The codes of ethics of the professional engineering societies spell out, sometimes in 
great detail, the responsibilities entailed in being an engineer. However, the codes 
don’t discuss any of the professional rights that engineers should enjoy. There is 
often a great deal of overlap between these rights and responsibilities. As we saw in 
the BART case described at the beginning of this chapter, an engineer has a duty to 
protect the public, by blowing the whistle if necessary, when he perceives that some-
thing improper is being done in his organization. The engineer has a right to do 
this even if his employer feels that it is bad for the organization. 

 In this chapter, we will discuss the engineer’s responsibilities in more detail and 
also look at the rights of engineers, especially with regard to issues of conscience 
and confl icts with the rights of employers or clients.  

  6.2   PROFESSIONAL RESPONSIBILITIES 

 We will begin our discussion of professional rights and responsibilities by fi rst look-
ing more closely at a few of the important responsibilities that engineers have. 

  6.2.1   Confi dentiality and Proprietary Information 

 A hallmark of the professions is the requirement that members of the profession 
keep certain information of their client secret or confi dential. Confi dentiality is 
mentioned in most engineering codes of ethics. This is a well-established principle 
in professions such as medicine, where the patient’s medical information must be 
kept confi dential, and in law, where attorney–client privilege is a well-established 
doctrine. This requirement applies equally to engineers, who have an obligation to 
keep proprietary information of their employer or client confi dential. 

 Why must some engineering information be kept confi dential? Most information 
about how a business is run, its products and its suppliers, directly affects the company’s 
ability to compete in the marketplace. Such information can be used by a competitor to 
gain advantage or to catch up. Thus, it is in the company’s (and the employee’s) best 
interest to keep such information confi dential to the extent possible. 

 What types of information should be kept confi dential? Some of these types are 
very obvious, including test results and data, information about upcoming unre-
leased products, and designs or formulas for products. Other information that 
should be kept confi dential is not as obvious, including business information such 
as the number of employees working on a project, the identity of suppliers, market-
ing strategies, production costs, and production yields. Most companies have strict 
policies regarding the disclosure of business information and require that all 
employees sign them. Frequently, internal company communications will be labeled 
as “proprietary.” Engineers working for a client are frequently required to sign a 
nondisclosure agreement. Of course, those engineers working for the government, 
especially in the defense industry, have even more stringent requirements about 
secrecy placed on them and may even require a security clearance granted after 
investigation by a governmental security agency before being able to work. 

 It seems fairly straightforward for engineers to keep information confi dential, 
since it is usually obvious what should be kept confi dential and from whom it should 
be kept. However, as in many of the topics that we discuss in the context of 
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 engineering ethics, there are gray areas that must be considered. For example, a 
common problem is the question of how long confi dentiality extends after an engi-
neer leaves employment with a company. Legally, an engineer is required to keep 
information confi dential even after she has moved to a new employer in the same 
technical area. In practice, doing so can be diffi cult. Even if no specifi c information 
is divulged to a new employer, an engineer takes with her a great deal of knowledge 
of what works, what materials to choose, and what components not to choose. This 
information might be considered proprietary by her former employer. However, 
when going to a new job, an engineer can’t be expected to forget all of the knowl-
edge already gained during years of professional experience. 

 The courts have considered this issue and have attempted to strike a balance 
between the competing needs and rights of the individual and the company. 
Individuals have the right to seek career advancement wherever they choose, even 
from a competitor of their current employer. Companies have the right to keep infor-
mation away from their competitors. The burden of ensuring that both of these com-
peting interests are recognized and maintained lies with the individual engineer.  

  6.2.2   Confl ict of Interest 

 Avoiding confl ict of interest is important in any profession, and engineering is no 
exception. A confl ict of interest arises when an interest, if pursued, could keep a 
professional from meeting one of his obligations [ Martin and Schinzinger, 2000 ]. 
For example, a civil engineer working for a state department of highways might 
have a fi nancial interest in a company that has a bid on a construction project. If 
that engineer has some responsibility for determining which company’s bid to 
accept, then there is a clear confl ict of interest. Pursuing his fi nancial interest in the 
company might lead him not to objectively and faithfully discharge his professional 
duties to his employer, the highway department. The engineering codes are very 
clear on the need to avoid confl icts of interest like this one. 

 There are three types of confl icts of interest that we will consider [ Harris, 
Pritchard, and Rabins, 2000 ]. First, there are actual confl icts of interest, such as the 
one described in the previous paragraph, which compromise objective engineering 
judgment. There are also potential confl icts of interest, which threaten to easily 
become actual confl icts of interest. For example, an engineer might fi nd herself 
becoming friends with a supplier for her company. Although this situation doesn’t 
necessarily constitute a confl ict, there is the potential that the engineer’s judgment 
might become confl icted by the desire to maintain the friendship. Finally, there are 
situations in which there is the appearance of a confl ict of interest. This might 
occur when an engineer is paid based on a percentage of the cost of the design. 
There is clearly no incentive to cut costs in this situation, and it may appear that the 
engineer is making the design more expensive simply to generate a larger fee. Even 
cases where there is only an appearance of a confl ict of interest can be signifi cant, 
because the distrust that comes from this situation compromises the engineer’s abil-
ity to do this work and future work and calls into question the engineer’s judgment. 

 A good way to avoid confl icts of interest is to follow the guidance of the com-
pany policy. In the absence of such a policy, asking a coworker or your manager will 
give you a second opinion and will make it clear that you aren’t trying to hide some-
thing. In the absence of either of these options, it is best to examine your motives 
and use ethical problem-solving techniques. Finally, you can look to the statements 
in the professional ethics codes that uniformly forbid confl icts of interest. Some of 
the codes have very explicit statements that can help determine whether or not 
your situation is a confl ict of interest.  
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  6.2.3   Competitive Bidding 

 Historically, the codes of ethics of the engineering societies included a prohibition 
on competitive bidding for engineering services. This ban mirrored similar prohibi-
tions in the codes of ethics of other professions such as law and medicine and for-
bid engineers to compete for engineering work based on submitting price proposals 
rather than soliciting work and charging customers based on a fi xed fee structure. 

 Competitive bidding was prohibited for several reasons. Primarily, bidding was 
considered to be undignifi ed and not at all in keeping with the image that the engi-
neering profession desired to put forth to the public. In addition, there were con-
cerns that if engineers engaged in competitive bidding, it would lead to price being 
the most signifi cant (or perhaps only) basis for awarding engineering contracts. 
This could lead to engineers cutting corners on design work and could ultimately 
undermine engineers’ duty to protect the safety and welfare of the public. 

 In 1978, the U.S. Supreme Court ruled that professional societies may no longer 
prohibit competitive bidding. This ruling was based on the Sherman Anti-trust Act 
of 1890 and held that banning bidding was an unfair restraint on free trade. This 
ruling did not compel individual fi rms or engineers to participate in competitive 
bidding. Rather, it said that professional societies could not attempt to prohibit the 
practice. The ruling did, however, permit the licensure boards of the individual 
states to continue to prohibit competitive bidding. This ruling also allowed engi-
neers to advertise, which similarly used to be prohibited by the engineering codes of 
ethics. The rationale behind the Supreme Court ruling was that competitive bidding 
allows less experienced but competent engineers to compete effectively for work, 
serves the public interest by helping to keep engineering costs down, and might help 
promote innovation that leads to better designs and lower costs. 

 Even though engineers in many states can now participate in competitive bid-
ding, there are many ethical issues related to this practice that engineers should 
consider. From the engineer’s perspective, competitive bidding can lead to tempta-
tions such as submitting an unrealistically low bid in order to secure work (lowball-
ing) and then making up for this through change orders once the work has been 
secured, overstating of qualifi cations to secure work, making negative and disparag-
ing comments about potential other bidders, and attempting to subvert the bidding 
process through back channel contacts. There are also concerns that if an engi-
neering fi rm submits a lowball bid that is accepted, they are then in the position of 
having to cut corners in order to complete the work at the bid price. Of course, 
these sorts of concerns are not unique to the engineering profession nor are they 
unique to the competitive bidding process. But when participating in a competitive 
bid process, engineers must be sure to be fair, honest, and ethical. 

 The competitive bidding process also creates ethical concerns from the per-
spective of an engineer’s prospective clients. For example, how does a potential cli-
ent effectively weigh the relative importance of cost, the qualifi cations of the 
engineer, and the proposed approach in determining which engineer wins the job? 
And, how does the potential client ensure that the decision process is fair, especially 
since it is easy to skew the results?   

  6.3   PROFESSIONAL RIGHTS 

 We have seen how the professional status of engineering confers many responsibili-
ties on the engineer. Engineers also have rights that go along with these responsi-
bilities. Not all of these rights come about due to the professional status of 
engineering. There are rights that individuals have regardless of the professional 
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status, including the right to privacy, the right to participate in activities of one’s 
own choosing outside of work, the right to reasonably object to company policies 
without fear of retribution, and the right to due process. 

 The most fundamental right of an engineer is the right of professional con-
science [ Martin and Schinzinger, 2000 ]. This involves the right to exercise profes-
sional judgment in discharging one’s duties and to exercise this judgment in an 
ethical manner. This right is basic to an engineer’s professional practice. However, 
it is no surprise that this right is not always easy for an employer to understand. 

 The right of professional conscience can have many aspects. For example, one 
of these aspects might be referred to as the “Right of Conscientious Refusal” [ Martin 
and Schinzinger, 2000 ]. This is the right to refuse to engage in unethical behavior. 
Put quite simply, no employer can ask or pressure an employee into doing some-
thing that she considers unethical and unacceptable. Although this issue is very 
clear in cases for which an engineer is asked to falsify a test result or fudge on the 
safety of a product, it is less clear in cases for which the engineer refuses an assign-
ment based on an ethical principle that is not shared by everyone. For example, an 
engineer ought to be allowed to refuse to work on defense projects or environmen-
tally hazardous work if his conscience says that such work is immoral. Employers 
should be reasonably accommodating of that person’s request. We will amplify this 
point with regard to defense work in the next section. 

  6.3.1   Engineers and the Defense Industry 

 One of the largest employers of engineers worldwide is the defense industry. This is 
by no means a modern trend; throughout history, many innovations in engineering 
and science have come about as the result of the development of weapons. Since 
fundamentally, weapons are designed for one purpose—to kill human beings—it 
seems important to look at this type of engineering work in the context of engineer-
ing ethics and the rights of engineers. 

 An engineer may choose either to work or not to work in defense-related indus-
tries and be ethically justifi ed in either position. Many reasonable engineering pro-
fessionals feel that ethically, they cannot work on designs that will ultimately be 
used to kill other humans. Their remoteness from the killing doesn’t change this 
feeling. Even though they won’t push the button or may never actually see the vic-
tims of the use of the weapon, they still fi nd it morally unacceptable to work on such 
systems. 

 On the other hand, equally morally responsible engineers fi nd this type of work 
ethically acceptable. They reason that the defense of our nation or other nations 
from aggression is a legitimate function of our government and is an honorable 
goal for engineers to contribute to. Both of these positions can be justifi ed using 
moral theories and ethical problem-solving techniques. 

 Even if an engineer fi nds defense work ethically acceptable, there might be 
uses of these weapons or certain projects that he considers questionable. For exam-
ple, is it acceptable to work on weapons systems that will only be sold to other 
nations? Is the use of weapons to guarantee our “national interests,” such as main-
taining a steady supply of foreign oil, an acceptable defense project? 

 Given the issues that surround defense work, what is an engineer to do when 
asked to work on a weapons project he considers questionable? As with many of the 
ethical dilemmas that we have discussed in this book, there is no simple solution, 
but rather the answer must be determined by each individual after examination of 
his values and personal feelings about the ethics of defense work. It is important to 
avoid working on any project that you deem unethical, even if it might lead to a 
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career advancement, or even if it is a temporary job. (This principle also holds true 
for projects that you feel are unsafe, bad for the environment, etc.) It can be argued 
that weapons work is the most important type of engineering, given its conse-
quences for mankind. Because of the implications to human life, this type of engi-
neering requires an even more stringent examination of ethical issues to ensure 
responsible participation.   

  6.4   WHISTLE-BLOWING 

 There has been increased attention paid in the last 30 years to whistle-blowing, both 
in government and in private industry. Whistle-blowing is the act by an employee of 
informing the public or higher management of unethical or illegal behavior by an 
employer or supervisor. There are frequent newspaper reports of cases in which an 
employee of a company has gone to the media with allegations of wrongdoing by 
his or her employer or in which a government employee has disclosed waste or 
fraud. In this section, we will examine the ethical aspects of whistle-blowing and 
discuss when it is appropriate and when it isn’t appropriate. We will also look at 
what corporations and government agencies can do to lessen the need for employ-
ees to take this drastic action. 

 Whistle-blowing is included in this chapter on rights and responsibilities 
because it straddles the line between the two. According to the codes of ethics of 
the professional engineering societies, engineers have a duty to protect the health 
and safety of the public, so in many cases, an engineer is compelled to blow the 
whistle on acts or projects that harm these values. Engineers also have the profes-
sional right to disclose wrongdoing within their organizations and expect to see 
appropriate action taken. 

  6.4.1   Types of Whistle-Blowing 

 We will start our discussion of whistle-blowing by looking at the different forms that 
whistle-blowing takes. A distinction is often made between internal and external 
whistle-blowing. Internal whistle-blowing occurs when an employee goes over the 
head of an immediate supervisor to report a problem to a higher level of manage-
ment. Or, all levels of management are bypassed, and the employee goes directly to 
the president of the company or the board of directors. However it is done, the 
whistle-blowing is kept within the company or organization. External whistle-blowing 
occurs when the employee goes outside the company and reports wrongdoing to 
newspapers or law-enforcement authorities. Either type of whistle-blowing is likely to 
be perceived as disloyalty. However, keeping it within the company is often seen as 
less serious than going outside of the company. 

 There is also a distinction between acknowledged and anonymous whistle-
blowing. Anonymous whistle-blowing occurs when the employee who is blowing 
the whistle refuses to divulge his name when making accusations. These accusa-
tions might take the form of anonymous memos to upper management (as in the 
BART case discussed later) or of anonymous phone calls to the police or FBI. The 
employee might also talk to the news media but refuse to let her name be used as 
the source of the allegations of wrongdoing. Acknowledged whistle-blowing, on the 
other hand, occurs when the employee puts his name behind the accusations and 
is willing to withstand the scrutiny brought on by his accusations. 

 Whistle-blowing can be very bad from a corporation’s point of view because it 
can lead to distrust, disharmony, and an inability of employees to work together. 
The situation can be illustrated by an analogy with sports. If the type of whistle-
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blowing we are discussing here was performed during a game, it would not be the 
referees who stopped play because of a violation of the rules. Rather, it would be 
one of your own teammates who stopped the game and assessed a penalty on your 
own team. In sports, this type of whistle-blowing would seem like an act of extreme 
disloyalty, although perhaps it is the “gentlemanly” thing to do. Similarly, in busi-
ness, whistle-blowing is perceived as an act of extreme disloyalty to the company 
and to coworkers.  

  6.4.2   When Should Whistle-Blowing Be Attempted? 

 During the course of your professional life, you might come across a few cases of 
wrongdoing. How do you know when you should blow the whistle? We will start to 
answer this question by fi rst looking at when you  may  blow the whistle and then look-
ing at when you  should  blow the whistle. Whistle-blowing should only be attempted if 
the following four conditions are met [ Harris, Pritchard, and Rabins, 2000 ]: 

   1.   Need.   There must be a clear and important harm that can be avoided by 
blowing the whistle. In deciding whether to go public, the employee needs to 
have a sense of proportion. You don’t need to blow the whistle about every-
thing, just the important things. Of course, if there is a pattern of many small 
things that are going on, this can add up to a major and important matter 
requiring that the whistle be blown. For example, if an accident occurs at your 
company, resulting in a spill of a small quantity of a toxic compound into a 
nearby waterway that is immediately cleaned up, this incident probably does 
not merit notifying outside authorities. However, if this type of event happens 
repeatedly and no action is taken to rectify the problem despite repeated 
attempts by employees to get the problem fi xed, then perhaps this situation is 
serious enough to warrant the extreme measure of whistle-blowing.  

  2.   Proximity.   The whistle-blower must be in a very clear position to report on the 
problem. Hearsay is not adequate. Firsthand knowledge is essential to making 
an effective case about wrongdoing. This point also implies that the whistle-
blower must have enough expertise in the area to make a realistic assessment of 
the situation. This condition stems from the clauses in several codes of ethics 
which mandate that an engineer not undertake work in areas outside her 
expertise. This principle applies equally well to making assessments about 
whether wrongdoing is taking place.  

  3.   Capability.   The whistle-blower must have a reasonable chance of success in 
stopping the harmful activity. You are not obligated to risk your career and the 
fi nancial security of your family if you can’t see the case through to completion 
or you don’t feel that you have access to the proper channels to ensure that the 
situation is resolved.  

  4.   Last resort.   Whistle-blowing should be attempted only if there is no one else more 
capable or more proximate to blow the whistle and if you feel that all other lines of 
action within the context of the organization have been explored and shut off.   

 These four conditions tell us when whistle-blowing is morally acceptable. But 
when is an engineer morally obligated to blow the whistle? There may be situations 
in which you are aware of wrongdoing and the four conditions discussed above 
have been met. In this case, the whistle  may  be blown if you feel that the matter is 
suffi ciently important. You are only  obligated  to blow the whistle when there is great 
imminent danger of harm to someone if the activity continues and the four condi-
tions have been met. A great deal of introspection and refl ection is required before 
whistle-blowing is undertaken. 
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 It is important for the whistle-blower to understand his motives before under-
taking this step. It is acceptable to blow the whistle to protect the public interest, 
but not to exact revenge upon fellow employees, supervisors, or your company. Nor 
is it acceptable to blow the whistle in the hopes of future gains through book con-
tracts and speaking tours.  

  6.4.3   Preventing Whistle-Blowing 

 So far, our discussion of whistle-blowing has focused on the employee who fi nds 
herself in a situation in which she feels that something must be done. We should 
also look at whistle-blowing from the employer’s point of view. As an employer, I 
should seek to minimize the need for employees to blow the whistle within my 
organization. Clearly, any time that information about wrongdoing becomes public, 
it is harmful to the organization’s image and will negatively affect the future pros-
pects of the company. How, then, do I stop this type of damage? 

 In answering this question, we must acknowledge that it is probably impossible 
to eliminate all wrongdoing in a corporation or government agency. Even organiza-
tions with a very strong ethical culture will have employees who, from time to time, 
succumb to the temptation to do something wrong. A typical corporate approach to 
stemming whistle-blowing and the resulting bad publicity is to fi re whistle-blowers 
and to intimidate others who might seem likely to blow the whistle. This type of 
approach is both ineffective and ethically unacceptable. No one should be made to 
feel bad about trying to stop ethically questionable activities. 

 There are four ways in which to solve the whistle-blowing problem within a cor-
poration. First, there must be a strong corporate ethics culture. This should include 
a clear commitment to ethical behavior, starting at the highest levels of manage-
ment, and mandatory ethics training for all employees. All managers must set the 
tone for the ethical behavior of their employees. Second, there should be clear lines 
of communication within the corporation. This openness gives an employee who 
feels that there is something that must be fi xed a clear path to air his concerns. 
Third, all employees must have meaningful access to high-level managers in order 
to bring their concerns forward. This access must come with a guarantee that there 
will be no retaliation. Rather, employees willing to come forward should be rewarded 
for their commitment to fostering the ethical behavior of the company. Finally, 
there should be willingness on the part of management to admit mistakes, publicly 
if necessary. This attitude will set the stage for ethical behavior by all employees. 
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  The BART Case 

 The cities surrounding San Francisco Bay form one of the largest metropolitan 
areas in the United States. Due to the geographical limits imposed by the bay, much 
of the commuting that takes place in this area must be across just a few bridges. The 
BART system had its genesis in late 1947 when a joint Army–Navy review board rec-
ommended the construction of a tunnel underneath San Francisco Bay for high-
speed train service between San Francisco and Oakland [ Friedlander, 1972 ]. The 
California state legislature then formed the San Francisco BART Commission, 
which was to study the transportation needs of the Bay area and make recommen-
dations to the legislature. This effort culminated in the formation of the BART dis-
trict in 1957. By 1962, this group had done a preliminary design of a rapid train 
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system, including a transbay tube, and had laid the groundwork for fund-raising for 
the project. In 1962, a bond issue to fund the project was approved by the voters 
and the project was begun. 

 As envisioned, BART was to be a high-tech rail system serving many of the outly-
ing communities along San Francisco Bay. There were three distinct engineering 
issues involved in BART: the design and construction of rail beds, tunnels, bridges, 
etc.; the design and manufacture of the railcars; and the design and implementa-
tion of a system for controlling the trains. The control system will be the focus of 
our discussion. 

 BART was to incorporate much new technology, including fully automated con-
trol systems. The trains would have “attendants,” but would not be under direct 
control by humans. In many respects, BART was an experiment on a very large 
scale. None of the control technologies that were to be used had been previously 
tested in a commuter rail system. Of course, any innovative engineering design is 
like this and has components that have not been previously tested. 

 The Automatic Train-Control (ATC) system was an innovative method for con-
trolling train speed and access to stations. In most urban mass transit systems, this 
function is performed by human drivers reading trackside signals and receiving 
instructions via radio from dispatchers. Instead, BART relied on a series of onboard 
sensors that determined the train’s position and the location of other trains. Speeds 
on the track were automatically maintained by monitoring the location of the train 
and detecting allowed speed information. One of the unique and problematic fea-
tures of the system was that there were no fail-safe methods of train control 
[ Friedlander, 1972 ]. Rather, all control was based on redundancy. This distinction 
is very important. “Fail safe”  implies that if there is a failure, the system will revert to 
a safe state. In the case of BART, this would mean that a failure would cause the 
trains to stop. Redundancy, on the other hand, relies on switching failed compo-
nents or systems to backups in order to keep the trains running. 

 There are two distinct phases of this type of engineering project, construction 
and operation, each requiring different skills. For this reason, early on, BART 
decided to keep its own staff relatively small and subcontract most of the design and 
construction work. This way, there wouldn’t be the need to lay off hundreds of 
workers during the transition from construction to operation [ Anderson, 1980 ]. 
This system also encouraged the engineers who worked for BART not only to over-
see the design and construction of the system, but also to learn the skills required to 
run and manage this complex transportation system. Contracts for design and con-
struction of the railroad infrastructure were awarded to a consortium of large engi-
neering fi rms known as Parsons, Brinkerhoff, Tudor, and Bechtel (PBTB). PBTB 
began construction on the system in January of 1967. The transbay tube was started 
in November of that year. Also in 1967, a contract was awarded to Westinghouse to 
design and build the ATC. In 1969, Rohr Industries was awarded a contract to sup-
ply 250 railroad cars. 

 A little bit should be said about the management structure at BART. By design, 
BART was organized with a very open management structure. Employees were given 
great freedom to defi ne what their jobs entailed and to work independently and 
were encouraged to take any concerns that they had to management. Unfortunately, 
there was also a very diffuse and unclear chain of command that made it diffi cult for 
employees to take their concerns to the right person [ Anderson, 1980 ]. 

 The key players in this case were three BART engineers working on various 
aspects of the ATC: Roger Hjortsvang, Robert Bruder, and Max Blankenzee. The fi rst 
to be employed by BART was Hjortsvang. As part of his duties for BART, Hjortsvang 
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spent 10 months in 1969–70 in Pittsburgh at the Westinghouse plant working with 
the engineers who were designing the ATC. During this time, he became concerned 
about the lack of testing of some of the components of the ATC and also about the 
lack of oversight of Westinghouse by BART. After returning to San Francisco, 
Hjortsvang began raising some of these concerns with his management. 

 Soon after Hjortsvang returned from Pittsburgh, Bruder joined BART, working 
in a different group than Hjortsvang. He also became concerned about the 
Westinghouse test procedures and about the testing schedule, but was unable to get 
his concerns addressed by BART management. Both Hjortsvang and Bruder were 
told that BART management was satisfi ed with the test procedures Westinghouse 
was employing. Management felt that Westinghouse had been awarded the contract 
because of its experience and engineering skills and should be trusted to deliver 
what was promised. 

 Around this time, both engineers also became concerned about the documen-
tation that Westinghouse was providing. Would the documentation be suffi cient for 
BART engineers to understand how the system worked? Would they be able to 
repair it or modify it once the system was delivered and Westinghouse was out of the 
picture? Being unable to get satisfaction, Hjortsvang and Bruder dropped the mat-
ter. It is important to note that the concerns here were not just about testing,  per se,  
but also about the effect that untested components might have on the safety and 
reliability of BART. 

 Blankenzee then joined BART and worked at the same location as Hjortsvang. 
Before joining BART, Blankenzee had worked for Westinghouse on the BART pro-
ject, and so he knew about how Westinghouse was approaching its work. He too was 
concerned about the testing and documentation of the ATC. When Blankenzee 
joined BART, it rekindled Hortsvang’s and Bruder’s interest in these problems. To 
attempt to resolve these concerns, Hortsvang wrote an unsigned memo in November 
of 1971 to several levels of BART management that summarized the problems he 
perceived. Distribution of an anonymous memo was, of course, viewed with suspi-
cion by management. 

 In January 1972, the three engineers contacted members of the BART board of 
directors, indicating that their concerns were not being taken seriously by lower 
management. This action was in direct confl ict with the general manager of BART, 
whose policy was to allow only him and a few others to deal directly with the board 
[ Anderson, 1980 ]. As defi ned previously in this chapter, this action by the engi-
neers constituted “internal whistle-blowing.” The engineers also consulted with an 
outside engineering consultant, Edward Burfi ne, who evaluated the ATC on his 
own and came to conclusions similar to those of the three engineers. 

 One of the members of the board of directors, Dan Helix, spoke with the engi-
neers and appeared to take them seriously. Helix took the engineers’ memos and 
the report of the consultant and distributed them to other members of the board. 
Unfortunately, he also released them to a local newspaper, a surprising act of 
external whistle-blowing by a member of the board of directors. Naturally, BART 
management was upset by this action and tried to locate the source of this infor-
mation. The three engineers initially lied about their involvement. They later 
agreed to take their concerns directly to the board, thus revealing themselves as 
the source of the leaks. The board was skeptical of the importance of their con-
cerns. Once the matter was in the open, the engineers’ positions within BART 
became tenuous. 

 On March 2 and 3, 1972, all three engineers were offered the choice of resigna-
tion or fi ring. They all refused to resign and were dismissed on the grounds of 
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insubordination, lying to their superiors (they had denied being the source of the 
leaks), and failing to follow organizational procedures. They all suffered as a result 
of their dismissal. None was able to fi nd work for a number of months, and all suf-
fered fi nancial and emotional problems as a result. They sued BART for $875,000, 
but were forced to settle out of court, since it was likely that their lying to superiors 
would be very detrimental to the case. Each received just $25,000 [ Anderson, 1980 ]. 

 As the legal proceedings were taking place, the IEEE attempted to assist the 
three engineers by fi ling an  amicus curiae  (friend of the court) brief in their sup-
port. The IEEE asserted that each of the engineers had a professional duty to 
keep the safety of the public paramount and that their actions were therefore 
justifi ed. Based on the IEEE code of ethics, the brief stated that engineers must 
“notify the proper authority of any observed conditions which endanger public 
safety and health.” The brief interpreted this statement to mean that in the case of 
public employment, the proper authority is the public itself [ Anderson, 1980 ]. 
This was perhaps the fi rst time that a national engineering professional society 
had intervened in a legal proceeding on behalf of engineers who had apparently 
been fulfi lling their duties according to a professional code of ethics. 

 Safety concerns continued to mount as BART was put into operation. For exam-
ple, on October 2, 1972, less than a month after BART was put into revenue service, 
a BART train overshot the station at Fremont, California, and crashed into a sand 
embankment. There were no fatalities, but fi ve persons were injured. The accident 
was attributed to a malfunction of a crystal oscillator, part of the ATC, which con-
trolled the speed commands for the train. Subsequent to this accident, there were 
several investigations and reports on the operation of BART. These revealed that 
there had been other problems and malfunctions in the system. Trains had often 
been allowed too close to each other; sometimes a track was indicated to be occu-
pied when it wasn’t and was indicated not to be occupied when it was. The safety 
concerns of the three engineers seemed to be borne out by the early operation of 
the system [ Friedlander, 1972 ,  1973 ]. 

 Ultimately, the ATC was improved and the bugs worked out. In the years since, 
BART has accumulated an excellent safety record and has served as the model for 
other high-tech mass transit systems around the country.  

  The Collapse of the I-35W Bridge in Minneapolis 

 The I-35W Bridge was one of the main crossings of the Mississippi River in 
Minneapolis, used by over 140,000 commuters each day. At a height of 115 feet 
above the river, the bridge was 1,907 feet long and consisted of 14 spans. The main 
span of the bridge was 456 feet long. Designed by Sverdrup & Parcel, and built by 
Hurcon, Inc. and Industrial Construction Company, Inc., construction began in 
1964 and the structure opened to traffi c in 1967. There were four lanes of traffi c in 
each direction. 

 At approximately 6  p.m . on August 1, 2007, during the evening rush hour, the 
bridge suddenly collapsed and fell into the river below. Thirteen people were killed 
and 145 injured as a result of the accident. An investigation of the failure was imme-
diately launched by the National Transportation Safety Board (NTSB) and the 
Federal Highway Administration. The investigation turned up several important 
factors that led to this accident [ Holt and Hartmann, 2008 ]. 

 One issue related to gusset plates that were used in the design to connect the 
steel beams in the truss. The gusset plates are made from steel and are riveted 
together with the steel beams to make a strong connection between individual 
beams in the structure. This is a very common way of building steel beam trusses. 
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The investigators determined that the original design for these gusset plates was 
insuffi cient. In fact they found that the gusset plates installed on the bridge were 
only half the thickness that they should have been to support the structure. The 
investigators found that 16 of these gusset plates had fractured when the bridge col-
lapsed. Interestingly, the investigators were unable to locate the original design 
drawings and were thus unable to verify when and by whom this mistake was made. 

 The design of the bridge was also found to be “fracture-critical,” meaning that 
there were no redundant load-bearing paths designed into the structure, so a failure 
of any one of several critical structural elements would inevitably lead to a collapse of 
the entire structure. Of course, adding redundant load pathways increases the over-
all cost of a structure, so perhaps this was an acceptable design trade-off at the time. 

 The investigation also found that over the years, the roadway on the bridge had 
been resurfaced multiple times. Some of the resurfacing had been done by simply 
laying a new layer of material over the original roadway, increasing the weight of the 
structure. It was estimated that the weight of the roadway had increased 20% beyond 
the original design weight. Coupled with the already inadequate gusset plate design, 
this made the bridge structure even more susceptible to failure. 

 Construction on the bridge at the time of the collapse was also cited as an impor-
tant factor in the accident. When the bridge collapsed, there was an estimated 
287 tons of heavy construction equipment and paving materials on the bridge. To 
make matters worse, videos from before the collapse indicated that much of this 
equipment was located directly above one of the weakest points in the structure. 

 In the aftermath of the accident, a Federal Highway Administration report 
cited several engineering failures that led to this accident. Foremost was “a serious 
design error” that led to undersized gusset plates and therefore a structure that 
was too weak to safely support the bridge. The report also cited “a breakdown in 
the design review procedures,” meaning that the original design fi rm did not 
detect the design error when the plans were originally created and approved. 
Although there were numerous subsequent recalculations for maintenance, load 
rating, or inspections, these calculations are not necessarily expected to uncover 
original mistakes in the gusset plate designs or calculations. Nevertheless, it is 
easy to wonder if this accident could have been avoided had someone noticed the 
inadequate gusset plates during an inspection or while recalculating loads for 
planned maintenance. 

 In 2010, a lawsuit related to this accident was settled for $52.4 million in dam-
ages to the victims of the accident, to be paid by San Francisco-based URS Corp. 
URS is an engineering fi rm that had been hired by the Minnesota Department of 
Transportation in 2003 to evaluate fatigue of structural members and also to ana-
lyze the redundancy issues related to the structure. URS was accused by the plain-
tiffs of missing warning signs related to the bridge structure. URS was not involved 
in the original design of the bridge nor were they involved in the maintenance that 
was taking place when the bridge collapsed and denied having any responsibility for 
the collapse. Nevertheless, URS agreed to settle the case to avoid going to trial. 

 Planning for the replacement of the collapsed I-35W bridge began immediately 
after the accident, culminating on September 18, 2008, when the new I-35W Saint 
Anthony Falls Bridge was opened to cross-river traffi c.  

  The Goodrich A7-D Brake Case 

 This case is one that is very often used as an example in engineering ethics texts, 
especially to study whistle-blowing. In studying this case, it is important to keep in 
mind that much of the information presented here is derived from the writing of 
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the whistle-blower. An individual who is deeply embroiled in a controversial situa-
tion such as this one will have different insights and viewpoints on the situation 
than will management or other workers. Little is publicly known about what 
Goodrich management thought about this case. 

 In the 1960s, the B. F. Goodrich Corporation was a major defense contractor. 
One of their main defense-related industries was the production of brakes and 
wheels for military aircraft. This activity was located in Troy, Ohio. Goodrich had 
developed a new and innovative design: a four-rotor brake that would be consider-
ably lighter than the more traditional fi ve-rotor designs. Any reduction in weight is 
very attractive in aircraft design, since it allows for an increase in payload weight 
with no decrease in performance. 

 In June of 1967, Goodrich was awarded the contract to supply the brakes for 
the A7–D by LTV, the prime contractor for the airplane. The qualifying of this new 
design was on a very tight schedule imposed by the Air Force. The new brake had to 
be ready for fl ight testing by June of 1968, leaving only one year to test and qualify 
the design. To qualify the design for the fl ight test, Goodrich had to demonstrate 
that it performed well in a series of tests specifi ed by the Air Force. 

 After the design had been completed, John Warren, the design engineer, 
handed the project over to Searle Lawson, who was just out of engineering school, 
to perform the testing of the brakes. Warren moved on to other projects within the 
corporation. Lawson’s fi rst task was to test various potential brake-lining materials 
to see which ones would work best in this new design. This test would be followed by 
the testing of the chosen linings on full-scale prototypes of the brakes. Unfortunately, 
after six months of testing, Lawson was unable to fi nd any materials that worked 
adequately. He became convinced that the design itself was fl awed and would never 
perform according to the Air Force’s specifi cations. 

 Lawson spoke with Warren about these problems. Warren still felt that the 
brake design was adequate and made several suggestions to Lawson regarding new 
lining materials that might improve performance. However, none of these sugges-
tions worked and the brakes still failed to pass the initial tests. Lawson then spoke 
about these problems with Robert Sink, the A7-D project manager at Goodrich. 
Sink asked Lawson to keep trying some more linings and expressed confi dence that 
the design would work correctly. 

 In March of 1968, Goodrich began testing the full brake prototypes. After 13 
tests, the brake had yet to pass the Air Force’s specifi cation for temperature. The only 
way to get the brakes to pass the test was to set up cooling fans directed at the rotors. 
Obviously, brakes that required extra cooling would not meet the Air Force’s specifi -
cation. Nevertheless, Sink assured LTV that the brake development was going well. 

 Kermit Vandivier was a technical writer for Goodrich who was responsible for 
writing test reports and was assigned to write the report for the new A7-D brakes. This 
report would be an integral part of the Air Force’s decision-making process. Vandivier 
was not an engineer, but he did have experience in writing up the results of this type 
of test. In the course of writing the report on the A7-D brake tests, Vandivier became 
aware that some of the test results had been rigged to meet the Air Force’s specifi ca-
tions. Vandivier raised his concerns about the report he was writing, feeling that he 
couldn’t write a report based on falsifi ed data. His attempts to write an accurate 
report were not allowed by management, and Goodrich submitted a report using the 
jury-rigged data. Based on this report, the brake was qualifi ed for fl ight testing. 

 Vandivier was concerned about the safety of the brake and wondered what his 
legal responsibility might be. He contacted his attorney, who suggested that he and 
Lawson might be guilty of conspiracy to commit fraud and advised Vandivier to 
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meet with the U.S. Attorney in Dayton. Upon advice of the U.S. Attorney, both 
Lawson and Vandivier contacted the FBI. 

 In July, the Air Force asked Goodrich to supply the raw test data for review. This 
request led to efforts at Goodrich to control the damage that would ensue when the 
real nature of the tests became known. Not being satisfi ed with the report presented 
to it, the Air Force refused to accept the brake. Knowing that the four-rotor brake 
was not going to work, Goodrich began an effort to design a fi ve-rotor replacement. 
Vandivier continued meeting with the FBI and supplied FBI agents with Goodrich 
documents related to the A7-D brake tests. 

 Apparently, Lawson had impressed LTV because after the fl ight testing was 
over, LTV offered him a job. Lawson accepted and left Goodrich on October 11, 
1968. With the only other person who really knew about the test procedures gone, 
Vandivier also decided to resign from Goodrich. In his letter of resignation, he 
included a series of accusations of wrongdoing against Goodrich regarding the 
brake tests. Vandivier went to work for the  Troy Daily News,  the local newspaper. 

 At the  Daily News,  Vandivier told his editor about the situation at Goodrich. 
From there, the story made its way to Washington, where it came to the attention of 
Senator William Proxmire, among others. In May of 1969, Proxmire requested that 
the General Accounting Offi ce (GAO) review the issue of the qualifi cation testing 
of the A7-D brakes. The GAO investigation led to an August 1969 Senate hearing 
chaired by Proxmire. By then, the new fi ve-rotor brake had been tested and quali-
fi ed for use on the A7-D. At the hearing, Vandivier’s concerns and the GAO fi nd-
ings were publicly aired. The GAO report confi rmed Vandivier’s statements about 
testing discrepancies, though the report also showed that there was no additional 
cost to the government in obtaining a working brake and that the brake problems 
didn’t cause any substantial delays in the overall A-7D program. 

 No offi cial action was taken against Goodrich as a result of this incident, and 
there does not seem to have been any negative impact on the careers of those at 
Goodrich involved in the A7-D project. Lawson went on to a successful career at 
LTV. Vandivier later wrote a chapter of a book and an article in  Harper’s  magazine 
detailing his version of the story.  

  The 2010 Earthquake in Haiti 

 On January 12, 2010, a Magnitude 7.0 earthquake struck the island nation of Haiti. 
The death toll reported by the Haitian government was over 300,000 (some agencies 
reported a smaller death toll of around 100,000), with an additional 300,000 people 
injured and over 1.5 million people left homeless. Thousands of buildings were 
destroyed or severely damaged including the Presidential Palace, the National 
Assembly, and the United Nations Mission. Much of the damage and human toll was 
in the capital city of Port au Prince, whose metropolitan area population is estimated 
at over 1.5 million. Haiti sits in a very seismically active region and the 2010 earth-
quake is one of a long line of devastating earthquakes to hit the country. For exam-
ple, an earthquake in 1770 destroyed Port au Prince killing over 200 people, and an 
1842 earthquake killed 10,000 in the northern areas of Haiti. 

 Contrast this with the Loma Prieta earthquake in the San Francisco Bay area, 
on October 7, 1989. This 6.9 magnitude earthquake resulted in 63 deaths, fewer 
than 4,000 injuries, with around 10,000 people left homeless. The San Francisco Bay 
area is one of the largest urban areas in the United States with a population of over 
7 million. San Francisco sits on a very active fault zone resulting in numerous earth-
quakes over the years including the well-known 1906 earthquake, estimated at magni-
tude 8 (this is an educated guess since modern methods of measuring earthquake 
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intensity didn’t exist then), that killed 3,000 people and nearly leveled the city. How 
can earthquakes of virtually the same magnitude result in such different outcomes? 
Put another way, clearly we know how to engineer cities to withstand major earth-
quakes, so why was there so much destruction in Haiti? 

 As an aside, it should be pointed out that the level of destruction caused by an 
earthquake is not solely determined by the magnitude of the quake. Other factors 
such as the depth of the quake and the local geology and topology also play impor-
tant roles in determining the impact of an earthquake on population centers. So a 
quake in San Francisco and one of the same magnitude in Port au Prince wouldn’t 
necessarily be expected to lead to the same level of damage. Nevertheless, the sig-
nifi cantly higher level of destruction in Haiti was more than could be explained 
simply by differences in local geological conditions. 

 So how did San Francisco survive the Loma Prieta quake with relatively few deaths 
while the recent Haitian earthquake resulted in enormous human devastation? The 
obvious answer is that the building codes in California call for very strict design rules 
intended to minimize the impact of earthquakes on the built environment. These 
design codes call for more fl exible materials to be used in buildings, and incorporation 
of structural designs that transfer energy from a swaying building to the ground. Older 
buildings in California have also been retrofi tted with earthquake survival in mind. Of 
course, since the United States is a wealthy nation, the extra cost of designing and build-
ing structures to withstand earthquakes is acceptable. Haiti, on the other hand, is the 
poorest nation in the Americas, and indeed is among the poorest in the world. With 
poverty endemic in the country, it is no wonder that the built environment in Haiti does 
not conform to modern international standards of earthquake engineering. 

 What responsibility do engineers who designed these buildings have for the 
deaths and injuries? It is often said that engineering is design with constraints. 
Among the most signifi cant constraints that engineers have to face is fi nancial 
resources—there is never enough money to do all the things you want to do. And in 
a country such as Haiti, assuming that engineers had access to the training required 
to know how to design structures for earthquake safety (a big assumption), they 
probably wouldn’t have had the resources available to make buildings comply with 
the modern earthquake design standards. Also, there are major issues related to 
inspection and control of building practices by government entities; it is thought 
that much of the construction in Haiti was done in an  ad hoc  fashion with untrained 
people designing and constructing buildings with minimal oversight. So, it’s prob-
ably best not to try to second guess the engineers charged with designing pre-2010 
buildings in Haiti. They undoubtedly faced numerous ethical issues as they tried to 
design buildings that could actually be constructed given the numerous and signifi -
cant constraints. Rather it is more important to focus on issues that engineers will 
face as they rebuild Port au Prince and the rest of Haiti. 

 What are the ethical responsibilities for engineers working today to rebuild 
Haitian communities? Engineers should incorporate state-of-the-art earthquake-
resistant design into new buildings in Haiti, especially large public buildings such as 
hospitals and schools. These design elements will have to be adapted to the fi nan-
cial resources available during the rebuild; the buildings must be safe, so the designs 
must be appropriate for the Haitian fi nancial and other constraints. Engineers 
from outside Haiti should also help support Haitian engineers in learning appro-
priate design and construction techniques, and work to develop the appropriate 
technologies and designs for Haiti. This might entail limiting the height of new 
buildings and refusing to design buildings that won’t meet at least minimal interna-
tional standards for earthquake design.  
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  Sudden Acceleration in Toyota Automobiles 

 Beginning in late 2009 and early 2010, there were numerous reports in the media of 
problems related to sudden acceleration in various models of Toyota and Lexus auto-
mobiles. Of course, sudden uncontrolled acceleration of an automobile is a very dan-
gerous situation, with the potential for serious accidents to occur. The fi rst reports of 
accelerator sticking problems in Toyotas appear to have surfaced in December 2008 
in Europe. The reported problems led to investigations by government agencies in 
the United States, Europe, and in Japan and led to several recalls by Toyota in attempts 
to fi x the problems. Aside from the expense of solving the issues related to the prob-
lems in the car, the recalls also led to a great deal of embarrassment and lost sales for 
Toyota and destroyed their reputation for building high-quality automobiles. 

 The acceleration problems were attributed to two different causes. One prob-
lem that was identifi ed was improperly designed fl oor mats that could catch on the 
accelerator pedal, causing it to stick. Recalls were performed to install redesigned 
fl oor mats that eliminated this problem. In addition, it was found that there were 
mechanical problems with the accelerator pedal itself that could lead to the pedal 
sticking, causing unexpected acceleration. This problem was also fi xed through 
recalls of over 2 million Toyota and Lexus vehicles. 

 As diffi cult as it is for a company such as Toyota to weather the bad PR that 
comes from major safety issues leading to recalls, the problems for Toyota went well 
beyond design fl aws. In February of 2010, the  New York Times  reported that the 
Toyota engineers and management often reacted very slowly to reports of safety 
issues in their automobiles, and in many cases made design changes without notify-
ing customers about problems related to vehicles that were already on the road 
[ Kanter, Maynard, and Tabuchi, 2010 ]. These problems went back many years. For 
example, in 1996, Toyota engineers discovered a problem in the steering mecha-
nism of the 4Runner and immediately made changes in the design to solve the 
problem. However, they waited eight years to recall vehicles that had already been 
sold that contained the defect. More recently, Toyota was very slow to order recalls 
when it was discovered that there was a fl aw in the braking system of the Prius that 
led to safety concerns under some conditions. Due to the negative media reports 
and pressure from regulators in the United States and elsewhere, Akio Toyoda, the 
head of the Toyota company, formally apologized on February 5, 2010, for the com-
pany’s safety problems and pledged that the company would do a better job in the 
future of responding to safety issues and protecting the public.  

  The Hartford Civic Center Collapse 

 The new Hartford Civic Center opened in 1975 as the centerpiece of a downtown revi-
talization project for the city of Hartford, Connecticut. Perhaps the most important part 
of the Center was a new arena, designed to seat 12,500 people for sporting events, con-
certs, and conventions. Nearly three years after opening, on the night of January 18, 
1978, the roof of the arena collapsed during a snowstorm. The snow was only 4.8 inches 
deep, not a particularly bad storm for Hartford. Naturally, the specifi cations for the roof 
structure called for it to withstand snow loads much greater than this. The roof collapse 
occurred around 4  a.m.  when the building was unoccupied, so fortunately there were 
no injuries. The disaster could have been much worse, since just a few hours earlier, the 
arena was packed with spectators watching the University of Connecticut men’s basket-
ball team defeat the University of Massachusetts [ Time,  1978]. 

 The project architect was Vincent Kling & Associates, a well-known East Coast 
architecture fi rm, with structural engineering performed by Fraioli-Blum-Yesselman 
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Associates. The building was constructed by Gilbane Building, William L. Crow 
Construction, and the Bethlehem Steel Companies. The arena incorporated sev-
eral innovative design and construction features. Perhaps most signifi cant in these 
innovations was the use of computer software to perform and verify the structural 
analysis and design. 

 The space spanned by the arena’s roof was 330 � 360 feet, and a “space frame” 
design was chosen for the roof structure. As with all engineering projects, the engi-
neers looked for ways to save money both in the building and in the design process. 
The engineers developed several cost-saving innovations in the space frame and 
used computer software to analyze the stresses in the structure. Of course, in cur-
rent engineering practice, it is not at all unusual to rely on computer software for 
analysis of structures. However, in 1975, computer software was not as sophisticated 
as it is today and few engineers were trained in the proper use of this type of soft-
ware. Fraioli-Blum-Yesselman chose to use computers for structural analysis as a 
cost-cutting measure; calculating the expected stresses would otherwise be a time-
consuming and tedious process. Among the items calculated using the computer 
were the loading capacities of various structural members, and the expected sag, or 
downward defl ection of the roof. 

 An interesting aspect of the space-frame design was that it was light enough to 
be assembled on the ground and then lifted into place when completed. After 
assembly, the frame was to be raised onto the building using four jacks, and then 
the roofi ng was to be added. As soon as the roof frame was built and raised into 
place, excessive defl ection was noticed. A contractor documented a defl ection of 
8.4 inches with no roof decking in place. As completed, the defl ection of the roof 
was supposed to be only 7.35 inches [ Ross, 1984 ]. Thus the incomplete roof had 
already exceeded the expected defl ection of the completed roof. 

 Later, as workers attempted to install the roof panels, they noted that the panels 
didn’t fi t into place correctly due to the sagging of the structure. When the roofi ng 
subcontractor reported this in writing, he was told the sagging was to be expected, 
and to make the necessary adjustments to get the job done on time. Afterward, 
when defl ection of the completed roof was twice what computer results had pre-
dicted, the engineers disregarded it, claiming that “such discrepancies between 
actual and the theoretical should be expected” [Martin, 2001]. Concerns about the 
sagging of the roof were repeatedly brought to the attention of the engineers. Still, the 
engineers dismissed these concerns stating that the defl ection was normal and that 
they didn’t expect the actual measurements to exactly match computer calculations. 

 Another contributing factor to the collapse was that several construction details did 
not match the original design. For example, the plans called for the 30-foot cross mem-
bers in the top layer of the frame to be braced at their midpoint. During construction, 
this bracing was omitted, and the omission was not caught during inspections [ Ross, 
1984 ]. This, and other omissions, further weakened an already inadequate design. 

 In the aftermath of the accident, Lev Zetlin Associates, another civil engineer-
ing fi rm, was hired to investigate the reasons for the collapse. Their major fi ndings 
indicate that 

•    The exterior top chord compression members on the east and west faces were 
overloaded by as much as 852%.  

•   The exterior top chord compression members on the south and north faces 
were overloaded by as much as 213%.  

•   The interior top chord compression members in the east–west direction were 
overloaded by as much as 72% [ Ross, 1984 ].   



120 6.4 Whistle-Blowing 

 They also noted a discrepancy in the weight of the space frame: the designer’s 
estimate was that the frame would weigh 18 pounds per square foot, while in reality 
the weight was 23 pounds per square foot, a 20% difference [ Ross, 1984 ]. As fi n-
ished, the capacity of the roof was to have been 140 pounds per square foot. It was 
estimated that with the snowfall the night of the collapse, the roof and frame load 
was no more than 73 pounds per square foot. Clearly, this design which relied so 
heavily on computer-aided analysis was inadequate.      

     KEY TERMS 

 Confl ict of interest  Confi dentiality  Whistle-blowing  
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  PROBLEMS 

  6.1    An engineer leaves a company and goes to work for a competitor. 

   (a)   Is it ethical for the engineer to try to lure customers away from the previ-
ous employer?  

  (b)   Is it alright for the engineer to use proprietary knowledge gained while 
working for the previous employer at the new job? How would the answer 
to this question change if the new job weren’t for a competitor?  

  (c)   At the new job, is it acceptable for the engineer to use skills developed dur-
ing his previous employment?     

  6.2    If you are an engineer working for a state highway department with the respon-
sibility for overseeing and regulating construction companies that work for the 
state, is it a confl ict of interest to leave the state and accept a position with a 
construction company that you formerly regulated as a government relations 
manager? Is the opposite acceptable: leaving a private company to take a posi-
tion in government regulating that company? How about if you have substantial 
stock in the company in a pension or other plan?   

  6.3    You are an engineer who has taken a new job with a competitor of your previ-
ous company. At a meeting you attend, a research engineer describes her 
plans for developing a new product similar to one developed by your former 
company. You know that the direction this engineer is taking will be a dead 
end and will cost the company a lot of time and money. Do you tell her what 
you know? Does the answer to this question change if the new company is not 
a direct competitor of the previous one?   

  6.4    You are a civil engineer working for an engineering consulting fi rm and have just 
fi nished work on a new bridge project. This project involved some innovative 
designs developed by you and other engineers in the fi rm. You have decided that 
you now have enough experience to start your own consulting fi rm. The fi rst 
project that comes to you is a bridge. Can you use the innovation pioneered at 
your previous fi rm in this new design? How does this situation differ from that in 
Question 3?   
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  BART  

   6.5    BART was a very innovative design that went well beyond other mass transit 
systems then in existence. What guidance does “accepted engineering prac-
tice” provide in such an innovative design?   

   6.6    When pointing out safety problems, an engineer is rightfully concerned about 
maintaining his job. However, how effective is an anonymous memo? Can any-
one be expected to pay attention to something that a person won’t sign?   

   6.7    Did the three engineers meet the criteria for whistle-blowing discussed previ-
ously in this chapter?   

   6.8    Should the IEEE have intervened in the court case?   
   6.9    In what ways could the BART structure and chain of command have been 

changed to make the whistle-blowing unnecessary?   
  6.10    At what point should an engineer give up expressing her concerns? In this 

case, when several levels of management appeared not to share the engineers’ 
concerns, how much more effort does professional ethics dictate is necessary?   

  6.11    What level of supervision should an organization have over its contractors? Is 
it suffi cient to assume that they are professional and will do a good job?   

  6.12    One of the perceived problems with BART was a lack of adequate documenta-
tion from Westinghouse. What are the ethical considerations regarding the 
documentation of work? What responsibility does an engineering organiza-
tion have after the design is complete?   

  6.13    It is important to remember that from our perspective, it is impossible to know 
whether the Westinghouse test procedures and schedule were adequate. The 
subsequent accidents and problems really don’t tell us much about this issue: 
Anything new and this complex should be expected to have some bugs during 
the early periods of operation. Given this understanding, were the engineers’ 
concerns adequately addressed by the management? What actions short of 
going to the board and whistle-blowing might the engineers have taken?   

  I-34W BRIDGE COLLAPSE  

  6.14    There are many reasons why designs for safety critical structures should be 
saved and made available for subsequent work such as renovations, mainte-
nance, etc. Who should be responsible for keeping the design documents? 
Who should have access to them?   

  6.15    The investigation cited problems with the design review process at the engineering 
fi rm that originally designed the I-35W bridge. Think about how this error might 
have happened and think about ways that this sort of error can be prevented.   

  6.16    It is not unusual for maintenance or updates to an engineered system to result 
in substantial alterations to the original design. Can you think of other safety 
critical engineered systems where retrofi ts might alter the safety of a system 
and contribute to failures?   

  GOODRICH A7-D BRAKE  

  6.17    Was an unethical act taking place when test results on the brake were falsifi ed?   
  6.18    Was this mitigated at all by the fact that Goodrich was planning to redesign 

the brakes anyway?   
  6.19    Was this mitigated by the fact that the brake design was a new one for which 

the old test methods might not be applicable? This was a claim by Goodrich. 
If the old test methods were not applicable to the new design, what should 
Goodrich have done?   
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  6.20    Can some of the problems here be attributable to sloppy management? For 
example, should the original designer be allowed to hand off the test work to 
a new hire with no further participation? What are the ethical implications of 
this type of management?   

  6.21    Did Vandivier meet the criteria set out in the previous section for whistle-blowing? 
In other words, was there a need for the whistle to be blown? Did he have proxim-
ity? Was he capable? Was it a last resort? Does the fact that nothing seems to have 
been done to Goodrich following the Senate investigation change your answer?   

  6.22    What could Goodrich have done to solve the problem without public disclo-
sure of the falsifi ed tests?   

  6.23    Was Goodrich engaged in a “bait and switch?” In other words, did it use claims 
about the innovative brake design as a means to get the contract with the 
intent of ultimately supplying a conventional brake? What is the ethical status 
of this type of tactic?   

  EARTHQUAKE IN HAITI  

  6.24    Engineers are always constrained by budget. What responsibility does an engi-
neer have regarding the design of safe structures in places like Haiti where 
funds are not available to engineer structures to standards common in more 
developed nations? How does an engineer ethically develop a design when 
the budget is so severely constrained?   

  6.25    Is the answer to the previous question the same for a Haitian engineer work-
ing in Haiti and for an American engineer working in Haiti?   

  QUALITY ISSUES IN TOYOTA AUTOMOBILES  

  6.26    What aspects of a corporate ethics and safety culture did Toyota seem to lack 
in these cases?   

  6.27    When reports of sudden acceleration came in, Toyota sometimes blamed it on 
“driver error.” What responsibility do design engineers have for driver error? 
In other words, are there ways for engineers to help prevent drivers (or other 
users of our designs) from making errors?   

  6.28    At one point, Toyota issued a statement regarding the sticky accelerator pedals 
indicating that they felt that this was a “customer satisfaction” issue rather than a 
safety issue since some of the reports were in cases where no accident occurred 
and drivers were able to stop the car safely. How do you feel about this statement?   

  6.29    What responsibility do engineers have for following up on reports from the 
fi eld related to safety of their designs?   

  THE HARTFORD CIVIC CENTER COLLAPSE  

  6.30    How does an engineer ensure that the software he is using is applicable to the 
problem he’s working on?   

  6.31    When discussing computers, it is often said, “Garbage in, garbage out.” This 
expression indicates that if a wrong number is inserted into a calculation, 
then a wrong answer will result. What methods can be used to verify that the 
results of a computer analysis or design are correct?   

  6.32    If a design is innovative and outside the realm of accepted engineering prac-
tice, what steps should be taken to ensure that a computer-generated design 
or analysis is  adequate?      



  C H A P T E R

 Ethical Issues 
in Engineering 
Practice 7  

 After reading this chapter, you 
will be able to 
  •   Determine what ethical 

issues arise in engineering 
practice with regard to the 
environment  

  •   Decide how engineering 
practice is impacted by 
computer technology  

  •   Learn about ethical issues 
that arise in the course of 
research.   

     Objectives 

  Between June of 1985 and January of 1987, at least six patients receiving treatment 
using the Therac-25 were exposed to high doses of radiation, leading to serious 

injury or death. The Therac-25 was a radiation therapy machine capable of irradiating 
tumors with either electrons or X-rays. Based on earlier versions of the machine, the 
Therac-25 was the fi rst to incorporate signifi cant computer controls. 

 The use of radiation for treating cancer is a well-established medical tool. 
Machines have been developed that deliver precisely controlled doses to tumors and 
the surrounding tissue without causing harm to healthy tissue in the patient. The 
Therac-25 was one of these machines and was based on earlier models produced by 
the same company. These machines had successfully treated thousands of patients. The 
problem with the Therac-25 was that the computer software used to control the 
machine and monitor the dose delivered to the patient was inadequate. Under cer-
tain circumstances, the software allowed the machine to be energized when it wasn’t 
in the correct confi guration. When this happened, patients could receive doses orders 
of magnitude larger than planned. Investigations in these cases determined that 
accepted standards for writing, testing, and documenting the software that controlled 
the Therac-25 had not been followed, directly leading to the accidents. 

 During the course of their careers, engineers use computers and software in per-
forming design and analysis, or incorporate computers and software into the systems 
they design. Computers don’t really create new ethical issues in engineering practice. 
However, computers do create new ways in which ethical issues confront engineers.   
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     7.1   INTRODUCTION 

 There are many unique ethical issues that arise in engineering practice that may 
not be encountered in other professions. In this chapter, we will examine three 
important areas where engineers may encounter ethical concerns.  

  7.2   ENVIRONMENTAL ETHICS 

 One of the most important political issues of the late 20th and early 21st centuries 
has been environmental protection and the rise of the environmental movement. 
This movement has sought to control the introduction of toxic and unnatural sub-
stances into the environment, to protect the integrity of the biosphere, and to 
ensure a healthy environment for humans. Engineers are responsible in part for 
the creation of the technology that has led to damage of the environment and are 
also working to fi nd solutions to the problems caused by modern technology. The 
environmental movement has led to an increased awareness among engineers that 
they have a responsibility to use their knowledge and skills to help protect the envi-
ronment. This duty is even spelled out in many of the engineering codes of ethics. 

 Sometimes an engineer’s responsibility for the environment is denoted with 
phrases such as “sustainable design” or “green engineering.” These concepts incor-
porate ideas about ensuring that our designs do not harm the environment. By 
using sustainable design principles, engineers will help to maintain the integrity of 
the environment and ensure that our quality of life can be sustained. Sustainable 
design includes not only ensuring that a product has minimal environmental 
impact during its use, but also that it can be manufactured and disposed of without 
harming the natural world. These concepts have been incorporated into some of 
the engineering codes of ethics which specifi cally use the word “sustainable.” 

 As concern about the environment has grown, ethicists have turned their atten-
tion to the ethical dimensions of environmentalism. In the late 1960s, an area of 
study called environmental ethics was formulated, seeking to explore the ethical 
roots of the environmental movement and to understand what ethics tells us about 
our responsibility to the environment. 

 Fundamental to discussing ethical issues in environmentalism is a determina-
tion of the moral standing of the environment. Our Western ethical tradition is 
anthropocentric, meaning that only human beings have moral standing. Animals 
and plants are important only in respect to their usefulness to humans. This type of 
thinking is often evident even within the environmental movement when a case is 
sometimes made for the protection of rare plants based on their potential for pro-
viding new medicines. If animals, trees, and other components of the environment 
have no moral standing, then we have no ethical obligations toward them beyond 
maintaining their usefulness to humans. There are, however, other ways to view the 
moral standing of the environment. 

 One way to explore the environment’s moral status is to try to answer some 
questions regarding the place of humans in our environment. Do we belong to 
nature, or does nature belong to us? If animals can suffer and feel pain like humans, 
should they have moral standing? If animals have moral standing, how far does this 
moral standing then extend to other life forms, such as trees? Clearly, these ques-
tions are not easily answered, and not everyone will come to the same conclusions. 
However, there are signifi cant numbers of people who feel that the environment, 
and specifi cally animals and plants, do have standing beyond their usefulness to 
humans. In one form, this view holds that humans are just one component of the 
environment and that all components have equal standing. For those who hold this 
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view, it is an utmost duty of everyone to do what is required to maintain a healthy 
biosphere for its own sake. 

 Regardless of the goal (i.e., either protecting human health or protecting the 
overall health of the biosphere for its own sake), there are multiple approaches that 
can be taken to resolving environmental problems. Interestingly, these approaches 
mirror the general approaches to ethical problem solving. The fi rst approach is 
sometimes referred to as the “cost-oblivious approach” [ Martin and Schinzinger, 
2000 ]. In this approach, cost is not taken into account, but rather the environment 
is made as clean as possible. No level of environmental degradation is seen as 
acceptable. This approach bears a striking resemblance to rights and duty ethics. 
There are obvious problems with this approach. It is diffi cult to uphold, especially 
in a modern urbanized society. It is also very diffi cult to enforce, since the defi ni-
tion of “as clean as possible” is hard to agree on, and being oblivious to cost isn’t 
practical in any realistic situation in which there are not infi nite resources to apply 
to a problem. 

 A second approach is based on cost–benefi t analysis, which is derived from util-
itarianism. Here, the problem is analyzed in terms of the benefi ts derived by reduc-
ing the pollution—improvements in human health, for example—and the costs 
required to solve the problem. The costs and benefi ts are weighed to determine the 
optimum combination. In this approach, the goal is not to achieve a completely 
clean environment, but rather to achieve an economically benefi cial balance of pol-
lution with health or environmental considerations. 

 There are problems associated with the cost–benefi t approach. First, there is an 
implicit assumption in cost–benefi t analysis that cost is an important issue. But what 
is the true cost of a human life or the loss of a species or a scenic view? These values 
are diffi cult, if not impossible, to determine. Second, it is diffi cult to accurately 
assess costs and benefi ts, and much guesswork must go into these calculations. 
Third, this approach doesn’t necessarily take into account who shoulders the costs 
and who gets the benefi ts. This is frequently a problem with the siting of landfi lls 
and other waste dumps. The cheapest land is in economically disadvantaged areas, 
where people don’t necessarily have the political clout, education, or money 
required to successfully oppose a landfi ll in their neighborhood. Although dumps 
have to go somewhere, there should be some attempt to share the costs as well as 
share the benefi ts of an environmentally questionable project. Finally, cost–benefi t 
analysis doesn’t necessarily take morality or ethics into account. The only considera-
tions are costs and benefi ts, with no room for a discussion of whether what is being 
done is right or not. 

 Given the complexity of these issues, what then are the responsibilities of the 
engineer to the environment? When looking at the environmental aspects of his 
work, an engineer can appeal to both professional and personal ethics to make a 
decision. Of course, the minimal requirement is that the engineer must follow the 
applicable federal, state, and municipal laws and regulations. 

 Professional codes of ethics tell us to hold the safety of people and the environ-
ment to be of paramount importance. So clearly, engineers have a responsibility to 
ensure that their work is conducted in the most environmentally safe manner possible. 
This is true certainly from the perspective of human health, but for those who feel that 
the environment has moral standing of its own, the responsibility to protect the envi-
ronment is clear. Often, this responsibility must be balanced somewhat by considera-
tion of the economic well-being of our employer, our family, and our community. 

 Our personal ethics can also be used to determine the best course when we are 
confronted with an environmental problem. Most of us have very strong beliefs 
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about the need to protect the environment. Although these beliefs may come into 
confl ict with our employer’s desires, we have the right and duty to strongly express 
our views on what is acceptable. An engineer should not be compelled by his 
employer to work on a project that he fi nds ethically troubling, including projects 
with severe environmental impacts. 

 In trying to decide what the most environmentally acceptable course of action 
is, it is also important to remember that a basic tenet of professional engineering 
codes of ethics states that an engineer should not make decisions in areas in which 
he isn’t competent. For many environmental issues, engineers aren’t competent to 
make decisions, but should instead seek the counsel of others—such as biologists, 
public health experts, and physicians—who have the knowledge to help analyze 
and understand the possible environmental consequences of a project.  

  7.3   COMPUTER ETHICS 

 Computers have rapidly become a ubiquitous tool in engineering and business. 
There are ways in which computers have brought benefi ts to society. Unfortunately, 
there are also numerous ways in which computers have been misused, leading to 
serious ethical issues. The engineer’s roles as designer, manager, and user of com-
puters bring with them a responsibility to help foster the ethical use of computers. 

 We will see that the ethical issues associated with computers are really just varia-
tions on other issues dealt with in this book. For example, many ethical problems 
associated with computer use relate to unauthorized use of information stored on 
computer databases and are thus related to the issues of confi dentiality and proprie-
tary information discussed in Section 6.2. Ethical problem-solving techniques used for 
other engineering ethics problems are equally applicable to computer ethics issues. 

 There are two broad categories of computer ethics problems: those in which 
the computer is used to commit an unethical act, such as the use of a computer to 
hack into a database and those in which the computer is used as an engineering 
tool, but is used improperly. 

  7.3.1   Computers as a Tool for Unethical Behavior 

 Our discussion of computer ethics will start with an examination of ways in which com-
puters are used as the means for unethical behavior. Many of these uses are merely 
extensions to computers of other types of unethical acts. For example, computers can 
be used to more effi ciently steal money from a bank. A more traditional bank-robbery 
method is to put on a mask, hand a note to a bank teller, show your gun, and walk away 
with some cash. Computers can be used to make bank robbery easier to perform and 
harder to trace. The robber simply sits at a computer terminal—perhaps the modern 
equivalent of a mask—invades the bank’s computer system, and directs that some of 
the bank’s assets be placed in a location accessible to him. Using a computer, a crimi-
nal can also make it diffi cult for the theft to be detected and traced. 

 It is clear that from an ethical standpoint, there is no difference between a bank 
robbery perpetrated in person and one perpetrated via a computer, although gen-
erally the amounts taken in a computer crime far exceed those taken in an armed 
robbery. The difference between these two types of robbery is that the use of the 
computer makes the crime impersonal. The criminal never comes face to face with 
the victim. In addition, the use of the computer makes it easier to steal from a wide 
variety of people. Computers can be used to steal from an employer: Outsiders can 
get into a system and steal from an institution such as a bank, or a company can use 
the computer to steal from its clients and customers. In these cases, the computer 
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has only made the theft easier to perpetrate, but does not alter the ethical issues 
involved. Unfortunately, the technology to detect and prevent this type of crime 
greatly lags behind the computer technology available to commit it. Those seeking 
to limit computer crime are always playing a catch-up game. 

 Similar computer ethics issues arise with regard to privacy. It is widely held that 
certain information is private and cannot be divulged without consent. This 
includes information about individuals as well as corporate information. Computers 
did not create the issues involved in privacy, but they certainly have exacerbated 
them. Computers make privacy more diffi cult to protect, since large amounts of 
data on individuals and corporations are centrally stored on computers where an 
increasing number of individuals can access it. Before we look at the ways that pri-
vacy can be abused by the use of computers, we will discuss the issues surrounding 
privacy and see what the ethical standing of privacy is. 

 By privacy, we mean the basic right of an individual to control access to and use 
of information about himself [ Martin and Schinzinger, 2000 ]. Why is privacy an 
ethical issue? Invasions of privacy can be harmful to an individual in two ways. First, 
the leaking of private information can lead to an individual’s being harassed or 
blackmailed. In its simplest form, this harassment may come in the form of repeated 
phone calls from telemarketers who have obtained information about an individu-
al’s spending habits. The harassment might also come in the form of subtle teasing 
or bothering from a coworker who has gained personal knowledge of the individ-
ual. Clearly, individuals have the right not to be subjected to this type of harass-
ment. Second, personal information can also be considered personal property. As 
such, any unauthorized use of this information is theft. This same principle applies 
to proprietary information of a corporation. 

 How do computers increase the problems with privacy protection? This phe-
nomenon is most easily seen by looking at the old system of record keeping. For 
example, medical records of individuals were at one time kept only on paper and 
generally resided with the individual’s physician and in hospitals where a patient had 
been treated. Gaining access to these records by researchers, insurance companies, 
or other healthcare providers was a somewhat laborious process involving searching 
through storage for the appropriate fi les, copying them, and sending them through 
the mail. Unauthorized use of this information involved breaking into the offi ce 
where the fi les were kept and stealing them or, for those who had access to the fi les, 
surreptitiously removing or copying the fi les. Both of these acts involved a substan-
tial risk of being caught and prosecuted. Generally, these records have now been 
computerized. Although computerization makes the retrieval of fi les much easier 
for those with legitimate needs and reduces the space required to store the fi les, it 
also makes the unauthorized use of this information by others easier. 

 Ethical issues also arise when computers are used for “hacking.” This has been 
widely reported in the newspapers and in popular culture, sometimes with the 
“hacker” being portrayed as heroic. Hacking comes in many forms: gaining unau-
thorized access to a database, implanting false information in a database or altering 
existing information, and disseminating viruses over the Internet. 

 These activities are by no means limited to highly trained computer specialists. 
Many hackers are bored teenagers seeking a challenge. Computer hacking is clearly 
ethically troublesome. As mentioned before, accessing private information violates 
the privacy rights of individuals or corporations, even if the hacker keeps this infor-
mation to himself. In extreme cases, hackers have accessed secret military informa-
tion, which has obvious implications for national security. Altering information in a 
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database, even information about yourself, is also ethically troubling, especially if 
the alteration has the intent of engaging in a fraud. 

 The issuance of computer viruses is also unethical. These viruses frequently 
destroy data stored on computers. In extreme cases, this act could lead to deaths 
when hospital records or equipment are compromised, to fi nancial ruin for indi-
viduals whose records are wiped out, or even to the loss of millions of dollars for 
corporations, individuals, and taxpayers, as completed work must be redone after 
being destroyed by a virus. 

 Oftentimes, hackers are not being malicious, but are simply trying to “push the 
envelope” and see what they and their computers are capable of. Nevertheless, 
hacking is an unethical use of computers. 

 Copyright infringement is also a concern in computer ethics. Computers and 
the Internet have made it easy to share music, movies, software, and other copy-
righted materials. A full discussion of the issues surrounding copyright is beyond 
the scope of this text. Briefl y, copyright exists to protect the rights of authors, musi-
cians, and others to profi t from their creations. Copyright gives the creator the 
exclusive right to profi t from his creation. The protection of copyright has become 
increasingly diffi cult as court cases related to music sharing websites such as Napster 
and other copycat websites have illustrated. Although computers make copyright 
violation easy to do and hard to detect, it is still illegal and unethical. If creators can 
no longer profi t from their work—if their work is freely distributed without their 
consent—then the incentive to create will diminish, and this type of creative activity 
that enriches everyone’s lives will diminish as well. There are those who advocate 
eliminating copyright altogether, mostly from the practical standpoint that modern 
technology makes copyright impossible to enforce and therefore useless. 
Nevertheless, copying music or software without the permission of the owner of the 
copyright is illegal and unethical.  

  7.3.2   Computers as an Engineering Tool 

 Computers are an essential tool for all engineers. Most often, we use computers for 
writing documents using a word-processing software package. We also keep track of 
appointments with scheduling software, use spreadsheets to make fi nancial calcula-
tions, databases to keep records of our work, and use commercially available soft-
ware to develop plans for how our projects will proceed. The use of these types of 
software is not unique to engineering—indeed, they are useful in various areas of 
business. Unique to engineering are two uses of computers: as design tools and as 
components integrated into engineered systems. 

  Computer Design Tools 
 Numerous software packages are available for the design of engineered devices and 
structures. This software includes CAD/CAM, circuit analysis, fi nite element analysis, 
structural analysis, and other modeling and analysis programs. Software also exists 
that is designed to aid in the process of testing engineered devices by performing 
tests, recording data, and presenting data for analysis. These all serve to allow an engi-
neer to work more effi ciently and to help take away some of the tedious aspects of an 
engineer’s work. However, the use of this type of software also leads to ethical issues. 

 For example, who is responsible when a fl aw in software used to design a bridge 
leads to the failure of the bridge? Is it the fault of the engineer who designed the 
bridge? Or is it the fault of the company that designed and sold the defective soft-
ware? Who is at fault when a software package is used for a problem that it isn’t 
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really suited for? What happens when existing software is used on a new and innova-
tive engineering design that software hasn’t yet been developed for? 

 These questions all have the same answer: Software can never be a substitute 
for good engineering judgment. Clearly, the engineer who uses software in the 
design process is still responsible for the designs that were generated and the test-
ing that was done using a computer. Engineers must be careful to make sure that 
the software is appropriate to the problem being worked on, and should be knowl-
edgeable about the limitations and applicability of a software package. Engineers 
must also keep up to date on any fl aws that have been discovered in the software 
and ensure that the most recent version of the software is being used—software 
companies make patches and updates available, and engineers must check to 
make sure they have the most up-to-date version. Finally, it is important to verify 
the results of a computer-generated design or analysis. Sometimes it’s a great idea 
to sit down with a piece of paper and a pencil to make sure that the output of a 
computer program makes sense and is giving the right answer. 

 Computer software can also give an engineer the illusion that she is qualifi ed to 
do a design in fi elds beyond her expertise. Software can be so easy to use that you 
might imagine that by using it, you are competent in the area that it is designed for. 
However, it takes an expert in a fi eld to understand the limitations and appropriate 
use of software in any engineering design.  

  Integration of Computers into Engineered Systems 
 Computers have also become a component of many engineered systems. For exam-
ple, modern automobiles contain multiple computers, dedicated to specifi c tasks. 
Computers control the emissions and braking systems on automobiles and allow 
modern vehicles to operate more effi ciently and safely. However, the ability to con-
trol aspects of system performance using software removes humans from the con-
trol loop. There are numerous examples of situations in which computerized 
systems malfunctioned without giving the operator any indication that a problem 
existed. In some cases, the operator was unable to intervene to solve a problem 
because the software design wouldn’t allow it. It is essential when designing systems 
with embedded computers and software that engineers ensure that software is ade-
quately tested, that humans can intervene when necessary, and that safety systems 
have enough hardware redundancy without relying solely on software to ensure the 
safe operation of the system.   

  7.3.3   Autonomous Computers 

 Other ethical concerns arise because of the increasingly autonomous nature of 
computers. Autonomy refers to the ability of a computer to make decisions without 
the intervention of humans. Some of the negative implications of this autonomy are 
chillingly spelled out in  2001: A Space Odyssey , by Arthur C. Clarke, in which an 
autonomous computer responsible for running a spaceship headed for Jupiter 
begins to turn against the humans it was designed to work for. Certainly, there are 
applications for which autonomy is valuable. For example, manufacturing processes 
that require monitoring and control at frequent intervals can greatly benefi t from 
autonomous computers. In this case, the autonomy of the computer has very little 
impact beyond the interests of the manufacturer. 

 Other autonomous computer applications are not so benign. For example, by 
the 1980s, computers were widely used to automate trading on the major U.S. stock 
exchanges. Some brokerages and institutional investors utilized computers that were 
programmed to sell stocks automatically under certain conditions, among them when 
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prices drop sharply. This type of programming creates an unstable situation. As prices 
drop, computers automatically start selling stocks, further depressing the prices, caus-
ing other computers to sell, and so on until there is a major market crash. 

 This scenario actually occurred on October 19, 1987, when the Dow Jones 
Industrial Average (a widely used market-price indicator) dropped by 508 points, a 
22.6% drop in the overall value of the market. Interestingly, during the famous 
October 1929 stock market crash that launched the Great Depression, the percent 
drop in overall market value was only half of this amount. The 1987 crash was widely 
attributed to automated computer trading. Federal regulations have since been 
implemented to help prevent a recurrence of this problem. 

 Autonomy of computer systems has also been called into question with regard 
to military weapons. Many weapons systems rely heavily on computer sensors and 
computer controls. Due to the speed with which events can happen on a modern 
battlefi eld, it would seem valuable to have weapons that can operate autonomously. 
However, weapons systems operating without human intervention can suffer from 
the instability problems described with regard to the fi nancial markets. For exam-
ple, a malfunctioning sensor might lead a computer to think that an enemy has 
increased its military activity in a certain area. This would lead to an increased read-
iness on our part, followed by increased activity by the enemy, etc. This unstable 
situation could lead to a confl ict and loss of life when really there was nothing 
 happening [Rauschenbakh, 1988]. This problem is of special concern due to the 
implications for the loss of human life. It is clear from this example that although 
autonomous computers can greatly increase productivity and effi ciency in many 
areas, ultimately there must be some human control in order to prevent disasters.  

  7.3.4   Computer Codes of Ethics 

 To aid with decision making regarding these and other computer-related ethics 
issues, many organizations have developed codes of ethics for computer use. The 
purposes of ethical codes and the way in which codes of ethics function are equally 
true for codes related to computer use. They are guidelines for the ethical use of 
computing resources, but should not be used as a substitute for sound moral rea-
soning and judgment. They do, however, provide some guidance in the proper use 
of computer equipment. 
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  CASES 

  Accidental Overdoses in Medical Radiation Therapy Systems 

  The Therac-25 
 The Therac-25 was a radiation therapy machine produced by Atomic Energy of 
Canada Ltd. (AECL), a Canadian company. AECL had previously collaborated with 
CGR, a French company, in the development of earlier versions of this machine. 
The Therac-25 was a dual-mode linear accelerator designed to deliver X-ray pho-
tons at 25 MeV, or electrons over a range of energies. The electrons are used to 
treat tumors relatively close to the surface, while the X-rays can be used therapeuti-
cally on deeper tumors. The Therac-25 was not the fi rst radiation therapy machine 
produced by this partnership; similar machines, the Therac-6 and Therac-20, had 
been in use for a number of years. Although the previous Therac machines had 
utilized some level of computer control, they also relied heavily on hardware inter-
locks to ensure the safe operation of the machine. From the start, the Therac-25 was 
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designed to be controlled by software and did not incorporate the level of hardware 
safety devices found on the early machines. 

 The accidents involving the Therac-25 date back to the months between June 
1985 and January 1987, comprising at least six known events of improper dosing of 
patients. There were 11 Therac-25 machines installed in the United States and 
Canada, with accidents occurring on both sides of the border. The six accidents 
involved overdosing of patients receiving radiation therapy for various types of can-
cer. Typical of these accidents was what happened to a patient at the East Texas 
Cancer Center in Tyler, Texas, in March of 1986. At the time of this accident, the 
Therac-25 had been in operation at this center for two years and had been used to 
treat over 500 patients. The patient in this case was being treated for a tumor in his 
back and was undergoing his ninth treatment with this machine. The prescribed 
treatment was to be 180 rads of 22 MeV electrons over a 10 × 17 cm2 area of his 
upper back. As the treatment was started, the machine shut down, giving the opera-
tor an error code labeled “Malfunction 54.” The meaning of this code was not identi-
fi ed in the manual that came with the machine. The machine also showed a 
“Treatment Pause” and an underdose, indicating that only about 3% of the requested 
dose had been delivered. Thinking that the treatment was incomplete, the operator 
told the machine to proceed, but it immediately shut down again. Because the video 
monitor was not working, the operator was unable to see the patient and didn’t 
know that after the fi rst dose, the patient had experienced what he described as an 
electric shock in his back. Knowing that something was wrong, he was attempting to 
get up when the second dose was delivered with the same painful effect. It was later 
estimated that the patient had received a total dose of between 16,500 and 25,000 
rads, far higher than the 180 rads he was supposed to receive. In addition, the dose 
was concentrated in an area of approximately 1 cm 2 . As a result of this malfunction, 
the patient developed symptoms of severe radiation poisoning and eventually died 
of complications related to the accident. The other six accidents were similar in 
nature, with similar consequences [ Leveson and Turner, 1993 ]. 

 The proximate cause of these accidents was a “bug” in the software. As the oper-
ators became comfortable with the software, they became quite profi cient and fast at 
entering the data that set the type of treatment, dose, and energy. However, the 
hardware of the system required several seconds to reset when a command was 
changed on the computer keyboard. If the operator input the wrong information 
initially, quickly changed the settings to the correct ones, and hit the key that turned 
the beam on, the machine would go ahead and energize the beam, resulting in an 
incorrect dose being delivered. Basically, the software didn’t wait for the hardware to 
reset before turning the beam on. Compounding the problem, there were no hard-
ware interlocks available to shut the beam off when excessive doses were detected. 
The earlier versions of the Therac machines had this type of hardware safety system, 
but the Therac-25 relied on software to provide this protection [ Casey, 1993 ]. 

 In the wake of these accidents, investigations took place into the reasons for the 
malfunction of the machine. Two major areas of concern were identifi ed: 

•    Systems engineering.   In this complicated system, there was an almost exclusive 
reliance on the software to work correctly and ensure the safe operation of the 
machine. The lack of hardware safety systems was cited as one of the main prob-
lems with the Therac-25.  

•   Software engineering.   Many software engineering errors were made during the 
development of the Therac-25, including inadequate documentation and test-
ing of the software modules and the software.    
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  Radiation Problems Continue 
 Although the problems with the Therac-25 occurred in the 1980s and were well 
known in the industry, medical radiation equipment used for cancer therapy con-
tinues to have problems, some leading to the deaths of patients. The root cause of 
these problems is the increasing complexity of the machines and the technologies 
used for radiation therapy. This complexity is manifested in software glitches and 
hardware failures and can contribute to human errors that can have devastating 
results. 

 A 2010 article in the  New York Times  [ Brogdanich, 2010 ] described in detail two 
cases of severe patient injury caused by radiation therapy machines using linear 
accelerator technology. In both of these cases, the computer control system mal-
functioned, leading to huge overdoses to the patients. In one case, a man suffering 
from oral cancer was treated using a linear accelerator system. In this machine, the 
beam shape and intensity was determined by a sophisticated collimator controlled 
by computer software. After three treatments, the physician, working with the 
health physicist responsible for implementing the treatment plan, decided to alter 
the dosing plan. As the health physicist input the new plan to the computer, the 
software “froze” and failed to properly store the new program. Because the new 
program wasn’t stored properly, the computer instead directed the machine to 
leave the collimator wide open, not only greatly increasing the dose to the patient, 
but also allowing the dose to be given over a wide part of the patient’s head rather 
than just to the cancerous area. This accident severely injured the patient, leading 
to a very slow and painful death from radiation poisoning. 

 Similarly, in the other case reported, a woman undergoing radiation treatment 
for breast cancer was overdosed. Her treatment was also being done using a linear 
accelerator system. In this machine, dosing was controlled using a wedge placed in 
the path of the beam to determine the intensity of the radiation and its location on 
the patient’s body. In this case, the computer controlling the machine was inadvert-
ently programmed to leave the wedge out of the beam, thus greatly increasing the 
dose received by the patient. In this case, the patient received a dose 3.5 times 
larger than planned during each of her 28 radiation sessions. The severe burns 
resulting from this overdose caused a large hole in the woman’s chest that was pain-
ful and took months to heal. Ultimately, she died as a result of this overdose. 

 The  Times  article reported that New York is among the states with the most 
stringent requirements for reporting of medical radiation overdose incidents and 
maintains a database of these events. A review of the New York records indicated 
that 621 radiation treatment mistakes had been reported between January 2001 
and January 2009, including incorrect dosing, irradiation of the wrong location on 
the patient, and even applying the treatment to the wrong patient. These mistakes 
were attributed to various causes including hardware malfunctions, computer soft-
ware malfunctions, and various human errors. 

 When hardware and software malfunctions are the cause, what responsibility 
do engineers who designed these systems have for the accident? When designing 
any system with potential implications for human health and safety, engineers must 
be thorough in design and testing of the system, being especially concerned about 
anticipating potential failure mechanisms and designing to prevent these possibili-
ties. In addition, fail-safe mechanisms should be incorporated into the design to 
ensure that failures are detected and do not lead to harm. For radiation therapy 
equipment, fail-safe means that the machine detects unsafe operating conditions 
and prevents patient irradiation until the problem is solved. Are engineers who 
design this sort of equipment also responsible for the human errors that led to 
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patient overdoses? Not all human errors can be anticipated and designed around. 
However, it is incumbent on a design engineer to design systems so that they are 
easy to operate and make it simple for operators to use properly. While an engineer 
cannot always anticipate all of the misuses, or all of the mistakes that might occur 
on an engineered system, it is essential that engineers try to anticipate these types of 
problems before they occur and design the system to minimize the possibilities that 
mistakes can occur.   

  Avanti Corp. vs. Cadence Design Systems 

 One of the most important assets a high-technology company can have is its intel-
lectual property. Intellectual property includes new inventions, innovative ways of 
producing products, and computer codes. Intellectual property can be protected 
through the patent and trademark system of the federal government, or simply by 
maintaining “trade secrets.” How computer software fi ts into the intellectual prop-
erty protection scheme has been slowly developing. At fi rst, software could not be 
patented, and it was unclear whether it could receive a copyright either. More 
recently, federal patent law has changed to allow software to be patented. Patenting 
does provide protection for intellectual property for a period of time, but in order 
to gain this protection, a software developer must divulge the code. This makes it 
easy for competitors to use ideas from the patent by designing around it. The best 
way to protect intellectual property is to keep it a trade secret. 

 Cadence Design Systems is the largest supplier of electronic design automation 
(EDA) products. Among other things, EDA products are used to do the layout of 
complex integrated circuits. EDA products are used by the various computer chip 
manufacturers. Avanti Corporation was a rival company in this fi eld. In December 
1995, the headquarters of Avanti was raided by police and FBI agents looking for 
evidence that trade secrets belonging to Cadence had been stolen by Avanti and 
incorporated into Avanti products. Specifi cally, Cadence claimed that up to 60,000 
lines of code developed by its own software engineers had been used by Avanti. 
Cadence also fi led a civil suit seeking damages from Avanti. In 1997, eight Avanti 
employees, including the chairman of the board, were indicted on criminal charges 
in the case. All of those who were indicted were former Cadence employees. 

 In order to understand the implications of this case, it is important to set it in 
the context of the high-tech industry in the United States. Both Cadence and Avanti 
were located in the Silicon Valley region of California. It is common for employees 
of one company to quit and move to a competing company just down the street. It 
is also common for a group of employees of a large company to leave and start a 
new company in the same fi eld. It is often hard to determine the dividing line 
between skills and information learned at a former job and intellectual property 
belonging to your former employer. 

 The legal proceedings continued for several years, including a 1997 ruling by a 
court barring the sales of Avanti products containing the disputed computer code. 
The criminal cases culminated in a plea of “no contest” by seven of the Avanti 
defendants. (Charges against the eighth had already been dropped.) A no-contest 
plea is not an admission of guilt, but is an acknowledgment that if the case goes to 
trial, the defendant would likely be convicted. Five of the defendants faced jail time, 
one up to six years. All received various fi nes, some in millions of dollars. In a sepa-
rate civil case, Cadence sought hundreds of millions of dollars in compensation 
from Avanti for the use of Cadence’s intellectual property.     
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  7.4   ETHICS AND RESEARCH 

 There are two major ethical issues related to research: honesty in approaching the 
research problem and honesty in reporting the results. The fi rst relates to a state of 
mind essential to successfully performing research. This state of mind includes 
avoiding preconceived notions about what the results will be, being open to chang-
ing the hypothesis when such action is warranted by the evidence, and generally 
ensuring that an objective frame of mind is maintained. As we will see in the cases 
at the end of this chapter, this attitude is not necessarily easy to assume, but it is 
essential to producing useful research or test results. More will be said about this 
topic later in this chapter in the section on pathological science. 

 Results must also be accurately reported. Once an experiment or test has been 
performed, the results of the experiment must not be overstated, but rather an 
accurate assessment and interpretation of the data must be given. The environment 
that most researchers work in fosters temptations and rewards for overstating 
research results. Academic researchers must publish signifi cant research results in 
order to get tenure at their universities. If an experiment isn’t working out, it is 
tempting to “massage” the results to achieve the desired outcome. Even for research-
ers in industrial environments or faculty who are already tenured, the quest for 
fame or the desire to be the fi rst with new results can be overwhelming and can lead 
to falsifi cation of data. Often, the pressure to get a new product to market leads the 
test engineer to “fudge” data to qualify the product. 

 It is important to note the distinction between intentional deception and results 
or interpretations that are simply incorrect. Sometimes, results are published that, 
upon further research, turn out to be incorrect. This situation is not an ethical issue 
unless a clarifi cation of the results is never presented. Rather, this issue indicates 
that great care must be taken before results are initially reported. 

 It is also important to ensure that proper credit is given to everyone who par-
ticipated in a research project. Rarely is research performed by a single investigator 
working alone in her laboratory. Generally, there is participation by other people 
who should be acknowledged for their contributions such as discussions or guid-
ance, construction of experimental apparatus, or substantial help with performing 
experiments or interpreting data. 

 It is tempting to think that fraud and deception in research are rare and only 
perpetrated by lower level scientists, but this perception is decidedly untrue. There 
are many examples of well-known and even Nobel Prize–winning scientists who 
have had lapses of ethical judgment with respect to their research. For example, 
Robert Millikan was a physicist from the University of Chicago who won the 1923 
Nobel Prize in physics for experiments that measured the electrical charge of the 
electron. Studies of Millikan’s unpublished data indicate that he excluded 49 of the 
140 experimental observations from the paper that he published [ Holton, 1978 ; 
 Franklin, 1981 ]. However, in the paper, he stated that the published work contained 
all of the data. Inclusion of these data probably wouldn’t have changed his conclu-
sions, but would have made the result seem less certain and the experiment not as 
clearly defi nitive. 

  7.4.1   Analyzing Ethical Problems in Research 

 How can ethical issues relating to research best be analyzed? Perhaps the easiest 
means to determine the best ethical course in performing research and experiment 
is to consult the codes of ethics of the engineering professional societies. All of the 
codes include language requiring engineers to be honest in reporting the results of 



136 7.4 Ethics and Research

work and assigning credit for work done. For example, the code of the American 
Institute of Chemical Engineers states that “members shall treat fairly all colleagues 
and coworkers, recognize the contributions of others,” and “issue statements and 
present information only in an objective and truthful manner.” These statements 
apply equally well to all professional activities of an engineer, including research, 
experiment, and testing. 

 Several ethical theories can be used to analyze issues involving research. 
Utilitarianism or rights and duty ethics can be applied to research, but it is perhaps 
easiest to examine research issues using virtue ethics. One of the virtues is honesty. 
Honesty facilitates trust and good relations between individuals, whereas dishonesty 
leads to doubts and misgivings about others. People rarely want to associate with 
those who they feel don’t behave fairly and can’t be trusted. Making false claims 
about the results of experiments is certainly a form of dishonesty. We should seek to 
enhance virtues such as honesty within ourselves and others, so virtue ethics clearly 
tells us that the inaccurate reporting of experimental results is unethical. Likewise, 
not giving credit to everyone who has participated in a project is dishonest, and 
virtue ethics indicates that this practice is unacceptable.  

  7.4.2   Pathological Science 

 As mentioned previously, self-deception is one of the biggest impediments to the 
successful completion of a research or experimental project. Self-deception in 
research is a frequent occurrence in many areas of science and has led to some 
notorious cases throughout history. Irving Langmuir, a well-known physicist work-
ing at General Electric Research Laboratories, coined a term for this phenomenon: 
“pathological science.” He proposed the following six characteristics of pathologi-
cal science [ Langmuir, 1968 ]: 

   1.   The maximum effect that is observed is produced by a causative agent of barely 
detectable intensity, and the magnitude of the effect is substantially independ-
ent of the intensity of the cause. 

 This characteristic implies that it doesn’t matter how close the causative 
agent is or how intense it is; the effect is the same. This practice, of course, goes 
against all known forces and effects.  

  2.   The effect is of a magnitude that remains close to the limit of detectability; or, 
many measurements are necessary because of the very low statistical signifi -
cance of the results. 

 The problem here is that when things are at the edge of statistical signifi -
cance or of detectability, the tendency is to discard values that don’t “seem” 
right. To measure anything at the edge of detectability requires a lot of data. 
With a lot of data to work with, the measurements can be massaged to fi t the 
conclusion that is being sought. In fact, what often happens is that data are 
rejected on the basis of their incompatibility with the preconceived theory, 
rather than on their true signifi cance.  

  3.   Claims of great accuracy.  
  4.   Fantastic theories contrary to experience.  
  5.   Criticisms are met by  ad hoc  excuses thought up on the spur of the moment.  
  6.   Ratio of supporters to critics rises up to somewhere near 50% and then falls 

gradually to oblivion.   

 The term “pathological science” doesn’t imply any intentional dishonesty, but 
only that the researcher comes to false conclusions based on a lack of understand-
ing about how easy it is to trick yourself through wishful thinking and subjectivity. 
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 This shows that a great deal of objectivity and care in the pursuit of research or 
testing is required. Drawing conclusions on very subtle effects is very tricky, and these 
conclusions should be confi rmed by as many colleagues as possible. Ultimately, the 
goal of research is not publicity and fame, but rather the discovery of new knowledge. 

 CASES 

  The City of Albuquerque vs. Isleta Pueblo Water Case 

 The city of Albuquerque, New Mexico, straddles the Rio Grande and is bounded on 
the north and south by two Indian pueblos (reservations). Several other pueblos 
are nearby. According to federal law, Indian tribes are sovereign nations with the 
wide-ranging ability to self-regulate but are subject to federal laws and some restric-
tions imposed by the states. Overall, however, their status is closer to that of an 
equal of state governments rather than a subordinate. 

 Isleta Pueblo is located on the Rio Grande, downstream from Albuquerque, 
and is contiguous to the Albuquerque metropolitan area, which contains close to 
900,000 people. Traditionally, the Pueblo used water directly from the river for 
drinking during religious ceremonies. In more recent times, this practice has been 
diffi cult due to runoff entering the river—storm runoff is directly input to the 
river—and from treated sewer effl uent placed into the river by Albuquerque. 
Similar effl uent is probably discharged into the river by other municipalities farther 
upstream. 

 Of great concern to Isleta Pueblo is the concentration of arsenic in the river 
water. The Albuquerque sewage treatment plant puts water into the Rio Grande 
that meets all applicable Environmental Protection Agency (EPA) regulations, 
including the standard for arsenic concentration. Of course, the water placed into 
the river is not of drinking quality, since it is assumed that any municipality using 
river water for drinking must treat the water anyway. 

 Isleta Pueblo has used its sovereign status to try to enforce a stricter water qual-
ity standard for the water discharged by Albuquerque and seeks to bring the water 
quality to the point where it can be consumed directly from the river. This involves 
a standard for arsenic discharge that is roughly twice as stringent as the EPA regula-
tions permit. The EPA has sided with the pueblo, citing federal law giving Indian 
reservations the right to set their own pollution standards. This case is analogous to 
the situation that might occur if Mexico decided that it wanted stricter regulation of 
the quality of water in the Rio Grande fl owing from the United States south along the 
Mexican border. 

 The city of Albuquerque has argued that the pueblo’s standards are too strict 
and are unnecessary, since the concentration of arsenic in the water that the city 
discharges into the river is lower than what naturally exists in the river upstream 
from Albuquerque, although this point is debatable. Albuquerque contends that 
the cost of meeting the standard would be prohibitive, approximately $300 million. 
The city also argues that the standard is a violation of the First Amendment’s prohi-
bition of government-established religion. Albuquerque pressed this case all the 
way to the U.S. Supreme Court, but the court turned down the consideration of 
Albuquerque’s appeal in 1997 and thus will allow new EPA arsenic standards based 
on Isleta’s requirements to stand. Albuquerque and other similarly affected munici-
palities are currently seeking federal government aid in meeting these new stand-
ards. Many other states and municipalities, especially in the west, are interested in 
this case.  
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  The N-Ray Case 

 After the discovery of X-rays in the late 19th century, there was a great deal of inter-
est among scientists in fi nding other similar types of rays. Many scientists joined this 
search in the hopes of achieving the fame that such a discovery would bring. In 
many ways, this scenario was similar to the frenzy in the scientifi c community in the 
1980s upon the discovery of superconductivity at temperatures above the boiling 
point of liquid nitrogen. Many researchers dropped everything else they were doing 
and began searching for new materials with even higher superconducting tempera-
tures, especially hoping to fi nd one at room temperature. The search to fi nd new 
rays was joined by a well-known French physicist, René Blondlot, at the University of 
Nancy. His case is discussed in depth in an interesting article published in 1980 by 
 Scientifi c American  [ Klotz, 1980 ]. 

 The apparatus used at the time for detecting such rays was the spark gap. This 
device consisted of two electrodes that were close enough together so that a spark 
developed between them in air when a large electric potential was applied between 
them. What we now know as electromagnetic radiation in the form of light or X-rays 
directed through the spark gap increased the ionization in the gap, increasing the 
current fl ow and the brightness of the spark. The brightness of the spark could be 
used to measure the intensity of the radiation present in the gap. Of course, by 
modern standards, this is a very crude means for detecting X-rays, but at the time, 
this method was state-of-the-art. 

 In order to see the change in brightness, care had to be taken in establishing 
the measuring environment. For example, the researcher had to stay in a darkened 
room suffi ciently long so that his eyes would become dark adapted. Even then, the 
change in intensity of the spark could be very subtle, and care had to be taken to be 
honest in the assessment of the change. 

 In 1903, Professor Blondlot was working with gas discharges that produced the 
newly discovered X-rays. His previous experience was in the study of electromag-
netic phenomena, and he was hoping to discover if X-rays were a wave or particle by 
determining if the X-rays could be polarized as visible light can be. Using a spark 
gap and an apparatus similar to the one that Roentgen had used to discover X-rays, 
Blondlot attempted to determine the polarization of X-rays by rotating the spark 
gap in the X-ray fi eld. In his initial study, Blondlot discovered that, indeed, the 
spark gap became brighter when rotated to a certain angle with respect to the dis-
charge tube. This was an important discovery. 

 Subsequent experiments indicated that the radiation impinging on the spark 
gap could be bent by a quartz prism. This feature was a major problem, since X-rays 
had already been shown by many scientists to be unaffected by lenses and prisms. 
The fact that the radiation he was measuring appeared to be bent by the prism con-
vinced Blondlot that he had discovered a new form of radiation that he called 
N-rays (for the University of Nancy). He quickly published this work. 

 The reports of the discovery of a new type of ray set off a fl urry of activity in 
other laboratories around the world, and Blondlot himself continued to study the 
phenomenon. Many discoveries were made about N-rays: Materials were found that 
transmitted them (metals, wood, mica, and quartz) and some that didn’t transmit 
the rays (water and rock salt). Natural sources of N-rays were also discovered, includ-
ing the sun and the human body. Despite the explosion of research on N-rays, there 
were also some doubts about Blondlot’s fi ndings. Many researchers outside France, 
including Lord Kelvin in England, had been unable to reproduce the results 
reported by Blondlot. 
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 Prof. J. W. Wood of Johns Hopkins University was also unable to reproduce the 
results and traveled to Nancy to observe the experiments fi rsthand. In a paper pub-
lished in  Nature , he described the experiments that he had witnessed. Wood 
reported that when he observed the spark gap and someone placed a hand in the 
path of the N-rays, Wood didn’t see the expected changes in intensity. Told that his 
eyes weren’t sensitive enough, he exchanged positions with the French researchers 
and placed his hand in the path. The research team incorrectly reported whether 
his hand was in or out of the beam as they claimed to see changes in intensity. Wood 
reported that there was no correlation between the position of his hand and their 
reports of intensity. 

 Wood also observed a different experiment designed to spread the N-rays into 
a spectrum. The dispersion of the N-rays was accomplished using an aluminum 
prism and was observed using a thin phosphor strip painted onto a cardboard 
screen. Wood was unable to observe the variations in intensity from the phosphor 
that the French team claimed to see. Indeed, when Wood surreptitiously removed 
the prism from the apparatus, the researchers still claimed to see the effect! Wood 
was convinced after this incident that there were no N-rays and that the researchers 
had deluded themselves. 

 Publication of Wood’s fi ndings ended research into N-rays everywhere except 
in France. Blondlot responded to the criticisms and continued to present results of 
new, more controlled experiments. He even published a set of instructions for 
properly observing the phenomenon. For example, the instructions stated that the 
observer had to avoid gazing directly at the spark gap and instead had to look at it 
obliquely. The observer had to remain silent, avoid smoke, and had to look at the 
detector in the “way an impressionist painter would view a landscape” [ Klotz, 1980 ]. 
Acquisition of this ability required a great deal of practice and might be impossible 
for some people. In other words, the key to the measurement was the sensitivity of 
the observer, rather than the validity of the phenomena. As more research was per-
formed, it became clear even to the French that there were no N-rays.  

  The Case of Cold Fusion at Texas A&M University 

 On March 23, 1989, Stanley Pons and Martin Fleischmann of the University of Utah 
announced that they had produced excess heat in a tabletop electrochemical cell. The 
excess heat was presumed to be due to nuclear fusion, and the process was dubbed 
“cold fusion.” Pons and Fleischmann’s results were widely reported in newscasts and 
daily newspapers and led to great excitement among scientists around the world. 

 The apparatus used by Pons and Fleischmann was a fairly standard electro-
chemical cell. They found that when palladium electrodes were immersed in heavy 
water (water with the normal hydrogen atoms replaced by the heavier deuterium 
isotope) and an electric current run through them, heat far in excess of levels 
expected was produced. This heat production was attributed to the breakdown of 
the heavy water due to electrolysis, diffusion of the deuterium into the palladium, 
where the deuterium was thought to get to a density suffi cient to initiate fusion, 
leading to the release of the excess heat. 

 Although Pons and Fleischmann were well-respected electrochemists, their 
results were treated with great skepticism by many scientists, especially those who 
had worked in conventional fusion and nuclear physics. This skepticism arose because, 
according to the contemporary understanding of the fusion process, the reaction 
of deuterium should produce copious amounts of tritium (another hydrogen iso-
tope) and neutrons. Neither of these products was seen in the Pons–Fleischmann 
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experiments. The response of many of the believers in cold fusion to this criticism 
was that they had discovered some new form of fusion that didn’t behave according 
to the old rules. Indeed, there were some claims of professional jealousy: Physicists 
who had worked for years to make conventional fusion practical would not be 
happy to be upstaged by chemists who couldn’t possibly know anything about 
fusion. Despite the controversy, the potential benefi ts if this process proved to be 
real were so enormous that many researchers worldwide began setting up similar 
electrochemical cells in their laboratories and tried to reproduce the results. John 
Bockris at Texas A&M University was one of these scientists. 

         Stanley Pons and Martin Fleischmann, who started a frenzy in the scientifi c research 
community when they announced that they had discovered a way to control nuclear 
fusion in a tabletop electrochemical cell. AP/Wide World Photos.  
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 Bockris’s research group built electrochemical cells like those of Pons and 
Fleischmann and set out to verify the Utah work. By April 22, 1989, this group had 
observed a surprising result. A graduate student working with Bockris, Nigel 
Packham, had removed samples of the electrolyte from three of the cells in the 
laboratory and took them to another campus building, the Cyclotron Center, for 
tritium measurements. Two of the three samples were “hot,” containing 10 9  tritium 
atoms/ml, an amount far in excess of the expected background level. Subsequently, 
tritium was detected in four more cells.    

 When this work was reported at scientifi c meetings, there was immediate con-
cern, since the data were too amazing. More work was performed, designed to 
 control the experimental conditions more carefully, including work by other 
researchers at Texas A&M. For example, Kevin Wolf, a nuclear chemist, ran a cell in 
front of neutron detectors in his laboratory, hoping to fi nd the telltale sign that 
should accompany tritium production. No neutrons were detected, although 
 tritium did appear in the electrolyte when tested. Packham also performed an 
experiment in which electrolyte samples were taken at four different intervals over 
12 hours while the cell was running. At the beginning of the experiment, tritium 
was at background levels. Two hours later, it was slightly above the background level. 
A few hours later, the level had climbed greatly to 5 trillion atoms, and at 12 hours 
it had climbed to 7.6 trillion atoms [ Taubes, 1990 ]. Although these data seemed to 
confi rm that tritium was being produced in the cell, skeptics also pointed out that 
this result was consistent with someone “spiking” the sample with tritium sometime 
toward the middle of the experiment. Indeed, there was a supply of tritium stored 
in the laboratory. 

 In response to these allegations, Bockris and his team failed to take steps to 
ensure that intentional spiking couldn’t occur. Offers to place the experiment in 
the locked laboratory of colleague Charles Martin, another electrochemist, were 
refused, and the bottle of tritiated water in the laboratory was not locked up or 
thrown away. While Bockris continued his work, Wolf and Martin continued their 
own similar studies with the same type of cell used by Bockris. Martin even took the 
precaution of taking cells home to ensure that there would be no sabotage. Martin’s 
cells never showed signs of tritium. 

 In late September, after nearly three months with no results, two more cells 
turned up with tritium. The discovery of new cells containing tritium coincided with 
a scheduled visit from offi cials of the Electric Power Research Institute (EPRI), which 
had funded some of the research at Texas A&M. This incident and coincidences with 
other visits from funding sources cast more suspicion on the tritium results. 

 On November 27, 1989, Packham, who had not been involved with this work 
for several months, decided to test samples from two previously untested cells with 
titanium electrodes. These samples proved to be hot as well. The coincidence was 
too much for several of the workers in the laboratory. They took their concerns to 
Bockris, who dismissed their claims. These scientists subsequently went to other 
laboratories or sought employment outside the university. 

 Through most of the controversy, the university had taken a hands-off approach. 
There had been inquiries of Bockris as to his results and why they appeared so anom-
alous. However, the university allowed the situation to continue. In June 1990, Gary 
Taubes published an article on this situation in  Science.  The negative publicity, espe-
cially the statements that the university appeared to be doing nothing, prompted an 
internal investigation by the university. The three-member panel appointed by the 
university concluded that intentional spiking of the samples could not be ruled out, 
but that it was more probable that the results were due to inadvertent contamination 



142 7.4 Ethics and Research

or other unexplained problems with the measurements. The panel did fi nd that 
there were lapses in proper scientifi c procedure caused by the excitement surround-
ing the study of a new discovery that was receiving so much media attention. These 
lapses included categorizing experiments that supported the hypothesis of cold 
fusion as “successful” and those that didn’t support it as “failures” [ Pool, 1990 ]. 

 Unable to reproduce the Pons–Fleischmann results, many researchers stopped 
their investigations of cold fusion. Funding for this work has dried up, although there 
are still a few people who believe in the phenomenon and continue to study it. Fraud 
was certainly a possibility at Texas A&M, although it is unclear who was responsible if 
this is true. However, all of the researchers were responsible for performing their 
experiments in an objective manner. In the face of charges of fraud, steps should 
have been taken to ensure that spiking was not possible. The reputations of senior 
scientists as well as of students and the university were tarnished by this episode.  

  Ghostwriting of Research Articles 

 A great deal of attention has been focused in recent years on confl ict of interest in 
research. At its best, research is supposed to be unbiased, and results should be 
reported truthfully. Since researchers are human, it is sometimes diffi cult to maintain 
the detached and open attitude that is required. Nowhere is this more diffi cult than 
in pharmaceutical research. Much of the research on new drug therapies is funded by 
the federal government through agencies such as the National Institutes of Health 
(NIH). However, a substantial fraction of the research taking place in universities is 
funded by pharmaceutical companies, leading to substantial concerns about bias in 
performing research and reporting of the results. In response to this, most research 
papers in this area explicitly mention that a pharmaceutical company is funding the 
work, or disclose any confl icts that the researchers performing the work might have. 

 A new area of ethical concern has arisen lately with reports of “ghostwriting” of 
research articles by pharmaceutical companies who sponsor the research. A 2009 
article in  The Chronicle of Higher Education  [ Basken, 2009 ] described two cases where 
researchers incorporated signifi cant amounts of material written by employees of 
drug companies into their own research papers. In one of these cases, it appears 
that DesignWrite, a company hired by a pharmaceutical manufacturer, provided a 
university researcher with extensive background information for the literature 
review in the paper and drafted a summary of the researcher’s existing data. The 
fi nal paper that was published did not acknowledge the contributions made by 
DesignWrite to the work.  The   Chronicle  article also cited a study presented at a medi-
cal conference that indicated that at least 11% of the articles published recently in 
 The New England Journal of Medicine , a very prestigious medical journal, had substan-
tial and often unacknowledged contributions from ghostwriters. 

 What are the ethical issues here? Most signifi cant is the potential for introduc-
tion of bias into a research article when the author has substantial fi nancial ties to 
the drug industry. In writing a research paper, the author makes decisions about 
what data to include and what to omit, how to present the data, and what conclu-
sions should be presented. If one of the main contributing writers is paid directly by 
a drug manufacturer who has a stake in the outcome of the research, the objectivity 
of the reporting of the research is called into question. An ethical issue also arises 
when someone who made signifi cant contributions to the writing of the article is 
not acknowledged. Many people, including a U.S. senator, are calling for an end to 
this practice, and are urging NIH to develop stronger guidelines and new enforce-
ment mechanisms to prevent ghostwriting of research articles in the future.   
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  PROFESSIONAL SUCCESS 

  FALSIFYING EXPERIMENTAL RESULTS 

 Experimental work is an important part of an engineering student’s educa-
tion. It is no surprise that ethical issues often arise in the course of laboratory 
work. Most ethical issues in experimentation relate to honesty in reporting 
results. For example, it is often tempting to “massage” data to get the desired 
result. Or sometimes, it seems easier to “dry run” an experiment by recording 
measurements and results in your laboratory book even though you haven’t 
actually performed the experiment. Fundamentally, these are very similar to 
cheating. 

 How do you decide what is ethical in experimentation? It is easiest to look 
at ethical issues related to experimentation using virtue ethics. Honesty is a 
virtue that should be fostered within ourselves. So, virtue ethics tells us that 
the utmost care must be taken to ensure that experiments are performed care-
fully and the results are reported honestly.      

     KEY TERMS 

 Computer ethics  Ethics in research  Pathological science  
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  PROBLEMS 
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  7.1    Write a code of ethics for computer use by engineers.   
  7.2    Is there an ethical obligation to ensure that the information you post on your 

Internet website is accurate and true? Or is it up to the Web user to be dis-
criminating and to realize that some material might not be accurate?   

  7.3    There is much in the news about the use of the Internet to disseminate porno-
graphic images, especially in the context of the availability of this material to 
children. What ethical issues do “cyberporn” and efforts to limit it raise? Do 
employers have the right to fi re employees who access pornography on their 
computers at work?   

  7.4    Many desktop computers come with games already installed on them. In addi-
tion, there are many websites where users can download games onto their 
computers. Is it alright to play computer games at work? How about during 
lunch? After hours?   

  7.5    Should computer and software designers be concerned about the possible 
abuse of their products? Should designs incorporate methods for preventing 
the misuse of computers?   

  7.6    Is it acceptable for employees to use their computers at work to send and 
receive personal e-mail?   

  7.7    There has been some discussion of having the federal government maintain a 
computer database of medical information on everyone in the United States. 
Some medical researchers feel that such a database might save lives by allow-
ing access to a larger base of medical records for research purposes. Certainly, 
this database would make certain legitimate government functions more effi -
cient. Is this a good idea?   
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   7.8    How can utilitarianism or rights and duty ethics be applied to issues surrounding 
the proper conduct of research?   

   7.9    Think about ways in which ethical issues regarding experimentation or 
research have come up during your academic career. Analyze these cases and 
decide if you handled them ethically or not.   

  7.10    Read the papers by Holton and Franklin listed in the references and obtain a 
copy of Millikan’s original paper. Do you think that there are ethical problems in 
Millikan’s actions?   

  MEDICAL RADIATION ACCIDENTS  

  7.11     What do the engineering codes of ethics say about these cases of accidental 
radiation overdose?   

  7.12     Are engineering codes adequate to analyze this case, or should we look at 
codes specifi c to computer professionals such as the codes of the Association 
for Computing Machinery (ACM)?   

  7.13    The Therac-25 evolved from earlier models of the machine. How should engi-
neers safeguard against safety hazards when new designs are derived from older 
designs?   

  7.14    What is the appropriate balance between hardware and software safety fea-
tures in an engineered system?   

  7.15    Engineers often have training in the basics of computer code writing. Sometimes 
engineers acquire considerable software expertise through on-the-job learning. 
When can an engineer trained in this way write and test software, and when 
should a software expert be called in?   

  AVANTI VS. CADENCE  

  7.16    Suppose you are a user of EDA products. Knowing that the Avanti products 
contain pirated software, is it ethical to purchase it? Is the answer the same 
even if the Avanti product is superior to Cadence products?   

  7.17    When you move from a company to a competitor, what is your responsibility 
for protecting your former employer’s trade secrets? Does the answer change 
if your new employer is not in competition with your former employer?   

  7.18    How do you separate out skills that you have acquired from previous employ-
ers from the previous employer’s intellectual property? In other words, where 
is the dividing line between knowledge and skills you have acquired on the 
job, and your former employer’s trade secrets?   

  ISLETA PUEBLO WATER  

  7.19    What does utilitarianism tell us about this case? What do rights and duty eth-
ics say?   

  7.20    Is the religious use of water a valid claim against a municipality? If this were a 
claim by a large mainline religious denomination (for example, some Christian 
denominations might want to use the river for baptisms), does the answer to 
this question change?   

  7.21    Engineers frequently participate in setting standards for pollution limits 
through consulting with governments. If you were an engineer working for 
the EPA, what would your advice be? How would this advice change if you 
worked for the city of Albuquerque? How would this advice change if you 
worked for Isleta Pueblo?   
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  7.22    Nearly every municipality in the United States has some pollution problems 
and controversies. Research a local pollution issue and apply the problem-
solving techniques discussed in this book to determine what you think is the 
ethical solution to the problem.   

  N-RAYS  

  7.23    How well is the N-ray case described by Langmuir’s six characteristics of path-
ological science?   

  7.24    What ethical mistakes were made by Blondlot and his colleagues in research-
ing N-rays?   

  7.25    Once Wood’s article was published in  Nature , what should Blondlot have done?   

  COLD FUSION  

  7.26    How seriously should Bockris have taken the suggestions or charges of fraud 
made against his results? How seriously should the university have taken these 
charges?   

  7.27    Do some further reading on the early claims about cold fusion. Analyze the 
claims of Pons and Fleischmann in terms of the description of characteristics 
of pathological science.   

  7.28    Using the code of ethics of one of the engineering professional societies, ana-
lyze the behavior of Bockris’s research group. According to the code, did this 
group operate in an ethical manner?   

GHOST WRITING OF RESEARCH PAPERS

  7.29    What do the engineering codes of ethics say about the practice of ghostwriting?   
  7.30    Can you think of situations in engineering research where ghostwriting might 

present ethical problems similar to those of medical researchers? Can you 
think of situations in which ghostwriting of engineering research results would 
be acceptable?      



 Doing the Right 
Thing 

 After reading this chapter, you 
will be able to 
  •   See how ethical problems 

can be avoided  
  •   Learn how engineers 

can cooperate with

 each other and with 
 clients and government 
 agencies to be sure that 
the ethically correct 
choice is made.   

     Objectives 

  Most of the cases presented in engineering ethics studies are retrospective looks at 
disasters or wrongdoing. These cases all have in common that something bad 

happened: A mistake was made in a design, pressures were put on engineers to make 
bad decisions, or illegal and immoral activity was being covered up. The purpose of 
these cases is to see what went wrong and to understand how to go about doing the 
right thing when faced with similar circumstances.    

 In contrast, the two cases presented in this chapter do not involve disasters, but 
rather are examples of how things should be done in the fi rst place to avoid disasters. 
Here we will see that sometimes when a design fl aw is noticed, even after the design 
has long since been implemented, everyone can cooperate and do the right thing 
rather than point fi ngers at each other, deny responsibility, and immediately head 
to court.   

  C H A P T E R

8  
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        The Citicorp Center in Manhattan (white building, center top). Structural problems in 
the design of this building led to a retrofi t to ensure that the building could withstand 
extremely high winds. Photo by Marc Anderson, Simon & Schuster/PH College.  

 CASES 

  The Citicorp Center Case 

 In the early 1970s, planning started for a new headquarters for Citicorp in Manhattan. 
The new building, to be called Citicorp Center, would take up an entire city block. 
But the site chosen was problematic, since one corner of the block was occupied by 
a church that had been built in 1905. In order to acquire the site, Citicorp agreed 
to demolish the old church and build a new freestanding church as part of the 
Citicorp Center. To accomplish this task, the Center’s architect Hugh Stubbins, Jr., 
and structural engineer William LeMessurier designed a 59-story tower that was set 
on four large nine-story-high columns. These columns were placed in the middle of 
each side of the building rather than at the four corners. This arrangement allowed 
the church to be built beneath the tower, one corner of which was cantilevered over 
the church. 

 The design of a skyscraper such as the Citicorp Center involves many different 
professionals. Perhaps most important is the structural engineer, whose job it is to 
ensure that the building’s superstructure will be strong enough to hold the build-
ing up and will withstand the forces of nature, especially wind. LeMessurier designed 
a unique system of wind braces for the building calling for 48 chevron-shaped steel 
members welded together to form the superstructure. 

 Four years after the Citicorp Center had been built, a question from an engi-
neering student led LeMessurier to look at his design again. His new calculations 
showed that under some wind conditions, the forces that the braces had to withstand 
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were about 40% larger than his original calculations had shown. Normally, this wouldn’t 
have been a problem, since even with the extra stresses, the building would have 
been strong enough to withstand the expected loads. However, just weeks before, 
he had learned that during construction, the welded joints in the superstructure 
had been replaced with bolted joints. This replacement was done with the approval 
of engineers from his fi rm. In light of his new calculations, LeMessurier was con-
cerned about whether the bolted joints would have the necessary strength to with-
stand strong winds. Further calculations and testing showed that his concerns were 
well founded and the bolted joints would be dangerously weak when the building 
was subjected to strong winds. How strong a storm would be required to cause the 
building’s structure to fail? Meteorological records for New York indicated that a 
storm with suffi ciently strong winds to tear the joints apart could be expected on 
average once every 16 years. LeMessurier quickly developed a plan to solve this 
problem. He felt that the joints could be secured by welding two-inch-thick steel 
plates over 200 of the joints. Of course, this solution would not be cheap, but it was 
essential to ensure the integrity of the building. 

 To resolve this problem and make the building safe, Citicorp would have to be 
informed. As a fi rst step, LeMessurier consulted with lawyers for his insurance com-
pany and for the project’s architect. It was decided that LeMessurier and Stubbins 
would meet with executives from Citicorp to inform them of the problem. They 
began by meeting with the executive vice president of Citicorp. The chair of Citicorp, 
Walter Wriston, was then informed. Fortunately, Wriston was very supportive of 
LeMessurier and decided that Citicorp had to work together with the engineer to 
ensure that the building would be safe. Two Citicorp vice presidents were assigned 
the task of managing the repairs. 

 Plans were immediately drawn up to begin the work, and a fabricator was hired to 
do the job. A fi rm was also hired to fi t the building with gauges to measure the strain 
on the individual structural members, and meteorologists were hired to provide daily 
weather forecasting of expected winds. Next came the delicate task of informing the 
city building inspectors of what was going on; they would have to approve any plans to 
alter the structure of the building. The city readily agreed that the changes were 
required and proceeded to approve the plan. Simultaneously, meetings were held 
with local disaster-relief agencies to plan for evacuations should a strong storm 
approach the city. 

 By now, the newspapers were beginning to hear rumors about the building. 
But, Citicorp and the City of New York were able to keep the information given 
to   the press to a minimum, which meant that there would be no mass panic 
about the safety of the building. Fortunately for everyone involved, just as the press 
began to hear about the problems, a newspaper strike was called, shutting down 
all of the newspapers in the city. The strike lasted until well after the repairs had 
been completed. 

 The welders were able to start the repairs immediately and worked at night to 
prevent disturbance of the tenants. Work progressed seven days a week and was 
directed by LeMessurier, who had calculated which joints were most critical and 
planned the work so that the most essential welds were completed fi rst. All told, the 
job took about two months. When completed, it was estimated that the building 
could withstand a storm that was expected only every 700 years and was arguably the 
most structurally sound building in the city. The total costs for the repairs were 
never revealed, but they exceeded $8 million; the original cost of the building was 
$175 million. Surprisingly, Citicorp didn’t begin litigation until after the repairs 
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had been made, suing LeMessurier and Stubbins to recover the repair costs. They 
settled for the $2 million that was the limit of LeMessurier’s malpractice insurance. 

 This case illustrates the benefi ts of cooperating with persons who came forward 
after making a mistake: It encourages others to come forward when mistakes have 
been made and cooperatively work toward a solution. This case also illustrates that 
rather than losing your reputation when a mistake is made, it can actually be 
enhanced if you act ethically. LeMessurier sums up this case and the duties of the 
engineer beautifully: “You have a social obligation. In return for getting a license 
and being regarded with respect, you’re supposed to be self-sacrifi cing and look 
beyond the interests of yourself and your client to society as a whole. And the most 
wonderful part of my story is that when I did it, nothing bad happened” 
[ Morgenstern, 1995 ].  

  The Sealed Beam Headlight Case 

 Today, nobody worries about the quality of headlamps on automobiles. There are mil-
lions of automobiles on the road equipped with headlamps that meet federal safety 
standards and provide excellent nighttime visibility for the driver. However, this was 
not always the case. In the early days of the automobile, headlamps were often an 
unreliable and barely useful part of the vehicle. How unreliable they were became 
obvious in the early 1930s. By 1933, there were already 24 million motor vehicles 
operating on the highways in the United States, with over 31,000 fatalities and over 
1 million injuries reported [ Goodell, 1935 ]. In 1920, 35% of fatalities occurred dur-
ing nighttime driving, but this number had risen to 56% by 1933 [ Vey, 1935 ]. 

 In 1935, Paul Goodell, a street-lighting engineer working for the General 
Illumination Engineering Company, wrote that “visibility has become the weak link 
in traffi c safety, and, as illuminating engineers, we must assume at least a portion of 
the responsibility in the improvement of traffi c hazards . . .” [ Goodell, 1935 ]. Here, 
we see an engineer urging other engineers to take responsibility for improving the 
safety of cars, much as modern codes of ethics hold that safety is a paramount con-
cern of the engineer. In fact, the Illumination Engineering Society (IES) in many 
ways led the way in developing and testing new designs and in working with state 
and federal regulators to set appropriate standards. 

 A headlamp consists of three main parts: the light source, a refl ector (or refl ec-
tors), and a lens. These basic components have remained the same since the inven-
tion of automotive lighting through today. Early lamps were housed in a metal box, 
originally designed to prevent the lamps from being extinguished. (They used oil 
or acetylene fl ames!). The box was later used to protect electric bulbs from damage. 
Early refl ectors were made of highly polished, silvered brass formed into a para-
bolic shape. Early lenses were made of pressed glass and were used to direct the 
light in the appropriate direction. 

 Two main problems existed in these early light designs. First, the silver on the 
refl ector tarnished very easily, leading to diminished headlight intensity. The silver 
could be polished to restore the headlight to its original intensity, but this was dif-
fi cult to do and was rarely performed by the owner. Low headlight output wasn’t 
only a problem in older cars that had been on the road for many years. A study by 
Goodell showed that light output was reduced by 60% in automobiles only six 
months old [ Meese, 1982 ]. 

 The second problem was with the light bulb. The fi lament had to be located at 
the focus of the optical system with a very narrow tolerance or the light output 
would be diminished or misdirected. The variations in the bulbs produced before 
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1934 made this task very diffi cult. The problem was mitigated somewhat by the 
introduction of “prefocused” bulbs in 1934 [ Meese, 1982 ]. But, even when the sys-
tem was operating correctly, the available brightness of the bulbs was inadequate to 
permit an automobile to be operated at highway speeds. By the mid-1930s, despite 
decades of effort, nearly all of the potential performance had been gotten out of 
the traditional lighting system with still an inadequate lighting situation on the 
roads [ Meese, 1982 ]. 

 Of course, there were many potential solutions to this problem that were being 
considered. Fixed lighting of highways was considered. This was a very expensive 
alternative, involving large upfront capital costs to install lighting along the thou-
sands of miles of highway in the nation. This solution would involve high operating 
costs for electricity and maintaining the bulbs. It is much less expensive to mount a 
light on the automobile to deliver illumination on demand, rather than to light a 
highway all night whether there are cars present or not. Cities could justify such 
lighting where there is a relatively high traffi c density, but highways outside the city 
were (and still are!) another matter. Other options included severely limiting the 
amount of driving that could be permitted at night, reducing nighttime speed limits 
to below 30 mph, or imposing large fi nes for improper maintenance of automotive 
lighting systems by the owner. Any new, innovative design for headlamps was sure to 
be hard for the automobile manufacturers to introduce because during the depres-
sion, the high costs of retooling would be very hard to recover. 

 In 1937, Val Roper, a research engineer at General Electric Company’s 
Automotive Lighting Laboratory in Cleveland, spoke at a meeting of the IES. In his 
talk, he outlined the requirements for an improved lighting system: a higher watt-
age bulb; at least two beams, one for open road and the other for use when meeting 
another car to reduce glare; and the key point, a noticeable difference between the 
two beams is to aid the driver in selecting the correct beam for the driving situation 
[ Meese, 1982 ]. Roper could make these recommendations in part because he had 
been working on developing a brighter bulb already. 

 The reason brighter bulbs could not be produced was that the fi laments could not 
be sealed adequately. Bright bulbs, in which there was considerable heat generated, 
developed cracks due to high thermal expansion of the glass. Cracks were especially a 
problem where the electrical leads entered the glass envelope. The only way to prevent 
cracking and the resulting bulb failure was to limit the bulb’s light output, which 
reduced the amount of heat generated. In 1935, Roper was working with another 
lamp inventor at GE, Daniel K. Wright, who had developed a means for placing seals at 
the point where the electrical leads passed through the glass for use in motion-picture 
projector bulbs. His design also used borosilicate glass, which was harder than the glass 
previously used and had a lower coeffi cient of thermal expansion. These innovations 
reduced bulb cracking and seemed perfect for application to automotive lamps. 

 Still, there was a need for improvement in the parabolic refl ector. The GE 
research team reasoned that glass could be used for the shape of the refl ector and 
then could be coated with metal to make it refl ective. The whole assembly would 
then be sealed from the outside environment, thus reducing the problems with 
tarnishing of the refl ector. The problem with this idea was that the technology 
didn’t exist to make a glass surface to the parabolic shape reliably. The GE engi-
neers consulted with Corning Glass Works about this problem. Corning was able to 
produce a parabolic, aluminized refl ector that was more accurate than the conven-
tional design. With the design of an appropriate lens to add to the front surface, the 
team had developed a far superior lamp [ Meese, 1982 ]. 



152 Doing the Right Thing

 Additional development of this design leading up to 1937 indicated that mass 
production of this type of headlight was technically feasible, but would be very dif-
fi cult. It is important to recognize the economic context of this situation. Although 
there was a huge potential market for such a lamp, there would be substantial extra 
costs involved. It was not obvious whether the production of this lamp would be 
fi nancially feasible given the economic situation in the country at the time—the 
Depression was in full swing. 

 There was also a potential problem with GE’s customers, the headlamp manu-
facturers. Up until then, GE had supplied the bulbs to these manufacturers for 
incorporation into their headlamps. This new technology made the headlight a 
single unit, which might have put these customers out of business. At this point, GE 
set up a demonstration of its new headlamp for its customers, as well as for the chair 
of the Engineering Relations Committee of the Society of Automotive Engineers 
(SAE) and representatives of Ford and General Motors. Of course, this demonstra-
tion wasn’t necessary, but seemed like the ethical choice, considering the revolution-
ary nature of the technology. It is interesting to note the names of the automotive 
light manufacturers present at this demonstration: Guide Lamp, C.M. Hall Company, 
and Corcoran Brown Company. None of these companies exist today, an indication 
of how revolutionary the new technology was. As a result of this meeting, the 
Automobile Manufacturers’ Association set up a steering committee to establish 
standards for headlighting. In this context, it is interesting to note that GE was very 
generous in its treatment of its customers and others in the use of its sealed beam 
patents. In fact, GE allowed several manufacturers to consult with their engineers on 
the design. 

 While production was being geared up, work began on resolving questions of 
standardization and regulation of the new design. By 1939, the new standards had 
been adopted, and the work of the engineers was to help educate state and federal 
lawmakers who were charged with developing new regulatory standards. The new 
headlights were introduced in the fall of 1939, and improvements in automotive 
lighting and highway safety were realized almost immediately. 

 What are the ethical dimensions of this case? GE could have kept this new tech-
nology strictly proprietary. But, realizing the potential for protecting the public 
safety, the engineers worked with GE management to make the technology as widely 
available as possible to all lighting and automobile manufacturers. They also worked 
with regulators and those who developed engineering standards to ensure that this 
technology would be both accepted engineering practice and required by regula-
tion as soon as possible. 

 The sealed beam lamp underwent some limited improvement and change dur-
ing the 40 years after its introduction. However, a new type of design has since been 
developed in which a high-intensity, replaceable, sealed bulb is a separate compo-
nent from the refl ector and lens of the headlight assembly. The technology to build 
these bulbs and to easily replace them while protecting the refl ector from tarnish 
has been developed. 

 The type of ethical behavior demonstrated by GE in this case was echoed more 
recently when General Motors petitioned the National Highway Traffi c Safety 
Administration (NHTSA) in 2001 to mandate daytime running lamps on all vehi-
cles sold in the United States. Daytime running lamps are low-intensity headlights 
that are illuminated whenever a vehicle is on. An NHTSA study has indicated that 
daytime running lamps reduce pedestrian fatalities by 28%, and GM studies show a 
reduction of 5% in accidents when daytime lamps are used. These types of lighting 
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systems are already mandatory in many European countries. GM estimates the cost 
of installing these systems at between $20 and $40 per vehicle. The federal govern-
ment has still not required this for vehicles sold in the United States. 

 Like the Citicorp case, this is an example of engineers doing the right and ethical 
thing upfront and avoiding safety problems and other issues that would later occur. 
Some innovations that improve safety ought to be shared widely in an industry, even 
when it means loss of a competitive advantage. This case illustrates what can be done 
when there is cooperation between industries, professional societies, and the govern-
ment in trying to solve a problem.  

  Automobile Crash Testing 

 Since 1979, the National Highway Traffi c Safety Administration (NHTSA) has con-
ducted tests of automobiles and trucks sold in the United States to determine how 
well they can withstand a collision. Part of the NHTSA’s charge is to help make U.S. 
highways safer. To do this, the NHTSA sets standards for automotive safety and 
helps develop regulations for vehicles sold in the United States. Most everyone is 
familiar with the NHTSA crash-testing methodology: Test dummies are strapped 
into a vehicle, and the vehicle is accelerated and crashed headlong into a barrier at 
35 mph. The NHTSA evaluates the tests for damage to the vehicle and for injury to 
the occupants. The data gathered in these experiments are used to help set stand-
ards and also to help consumers make better choices regarding what vehicle to buy. 

 A different automotive testing methodology has been developed by the Insurance 
Institute for Highway Safety (IIHS), a nonprofi t research organization funded by 
automobile insurance companies. Although the IIHS is funded by a consortium of 
insurers, it is not owned directly by any of the insurers. Since 1995, the IIHS has 
been conducting its own tests of automotive safety. The goal of this research is to 
fi nd ways to make vehicles safer for their occupants, to minimize the damage in a 
crash, and thus to save money for the insurance industry. The IIHS makes recom-
mendations to the automotive industry on ways to make their cars safer. 

 The IIHS uses a different type of methodology to crash-test vehicles. Rather 
than a full frontal crash into a rigid barrier, the IIHS test uses an offset frontal crash 
test into a barrier that partially deforms during the collision, simulating the effect 
of the deforming of a vehicle that you crash into. The IIHS feels that this type of test 
more closely simulates what happens in real head-on collisions, since most head-on 
crashes are offset rather than frontal. 

 It seems that this is a small point and that the results of the two different types 
of crash tests should be similar. However, in many cases, the test results are very dif-
ferent. Some vehicles that earned the highest safety rating in the NHTSA tests failed 
miserably in the IIHS test and received the lowest rating. Clearly, these two test 
methodologies highlight different safety aspects of the test vehicles. 

 What information does this provide to engineers working for the automobile 
manufacturers selling vehicles in the United States? Obviously, engineers must 
design automobiles to meet the regulations developed by the NHTSA. But what 
should engineers do with the information developed by the IIHS?   
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  PROFESSIONAL SUCCESS  

  AVOIDING IMPEDIMENTS TO ETHICAL BEHAVIOR 

 Many of the ethical situations that engineers face have obvious correct solu-
tions. In other words, the ethically correct course of action is known. Yet, when 
confronted with these problems, engineers don’t always act ethically. Why? In 
a book like this, it is impossible to examine the motives of every individual. 
However, we can examine some commonly cited reasons for not doing the 
right thing. There are three common responses given for not choosing the 
right path: 

•    It’s not my problem.  
•   If I don’t do it, someone else will.  
•   I can’t foresee everything that will happen.   

 Variations on these themes are often heard not just in engineering, but in 
everyday life as well. Let’s examine some of these responses more closely and 
see if they are valid. 

  It’s Not My Problem 

 It’s very tempting to respond to problems this way, since it relieves us of the 
responsibility for a situation. But is it true? The consequences of an unethical 
decision are borne by everyone. For example, in the wake of accidents caused 
by an unsafe design, the costs of lawsuits and redesigns are borne by those who 
buy products from that company. If a product causes injury, we all pay for it 
through increased health insurance premiums. When cheating on govern-
ment contracts occurs, this money must be made up by taxpayers. So, unethi-
cal conduct winds up, either directly or indirectly, costing everyone. It truly is 
everyone’s problem.  

  If I Don’t, Someone Else Will 

 This statement is very often true. Rarely are you the only engineer working on 
a particular technology. Frequently, there are many others working on the 
same or similar ideas. In the rush to be the fi rst to the marketplace with a new 
idea or product, the thrill of the competition can get in the way of our ability 
to look objectively at what we are doing. Part of the fun of engineering is in 
beating the competition. But do you want to be the fi rst to do something that 
turns out to be harmful or unethical? Most of us would agree that being the 
fi rst to gain notoriety for something that is wrong is not desirable.  

  I Can’t Foresee Everything That Will Happen 

 This is true, too. It is impossible to foresee every consequence of a new design 
or every potential use or misuse of your work. However, engineering is an 
inherently creative process; making new devices or structures requires that 
engineers be creative in their work. Part of creativity in engineering is looking 
at both the potential uses and the potential misuses of our designs. How do we 
do this? First, we have to start by making foresight part of the design process. 
We do that by attempting to design around potential problems that we iden-
tify. We can also work with regulators before a new technology is in place to 

(continued)
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ensure that the problems with the technology are understood and regulations 
are put in place to help ensure that the design is used in an ethical manner. 
Second, ethics should not be an afterthought. Rather, ethical considerations 
should be an explicit part of the design process. Finally, we also need to 
acknowledge that there are probably some things that should not be done. 

 What happens if the results of your work lead to unforeseen ethical prob-
lems? Don’t beat yourself up about it. If you did your job correctly, you 
attempted to foresee those problems. But of course you can’t foresee every-
thing. You can work after the fact to try to change things to be more acceptable.     
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  THE CITICORP CENTER  

  8.1    The Citicorp Center met the applicable standards and city codes. What might 
have gone wrong in the design process for this building?   

  8.2    What went right in the aftermath of the discovery of the problem?   
  8.3    What might have happened if Citicorp had immediately sued?   
  8.4    What role did the newspaper strike have in the successful outcome of this 

case? Would things have been different had there been more press scrutiny?   
  8.5    Is it acceptable to try to keep the news media in the dark about this type of 

problem?   
  8.6    Should there have been full disclosure of the hazards of the building to people 

who worked in the building and people in surrounding neighborhoods? Is the 
answer the same even if emergency-response agencies were well informed and 
an evacuation plan was in place?   

  PROBLEMS 

www.NHTSA.gov
www.IIHS.org
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   8.7    Use line drawing to examine the possible alternatives that LeMessurier had 
when he discovered that the building was not as strong as it should have been. 
Identify other alternatives that he had, and decide if there were other ethically 
acceptable possibilities.   

  SEALED BEAM HEADLIGHT  

   8.8    Did GE have to inform its customers of the new technology? Did it have to 
inform the SAE of it?   

   8.9    What obligation did GE have to try to overcome the diffi culties with regula-
tions and standards? Did it have an economic interest in seeing these stand-
ards adopted?   

  8.10    Could this type of industry-wide solution to a public safety problem occur in 
today’s economic and legal environment?   

  8.11    On August 21, 1998, newspapers began to report that General Motors was 
about to introduce an infrared sensor and display system in its Cadillac mod-
els, starting in the 2000 model year. This is a heat-sensitive system that displays 
images of people or animals in the darkness in front of an automobile. The 
display is a small screen on the windshield. The range is up to 500 meters; 
regular headlights have a range of about 100 meters. Research the develop-
ments in this technology and see if GM approached the introduction of this 
technology in the same way that GE approached the introduction of the 
sealed beam headlight. Did GM take the most ethical approach?   

  AUTOMOTIVE CRASH TESTING  

  8.12    Does the IIHS have a confl ict of interest in trying to work with the auto com-
panies to help improve automotive safety?   

  8.13    The recommendations of the IIHS are not legally binding on engineers, 
whereas NHTSA regulations are. What should engineers and managers do 
with the IIHS  recommendations?   

  8.14    What responsibility do engineers have to go beyond the requirements of the law 
or regulations when there is information available that hasn’t been considered 
in framing the regulations?   

  8.15    Given the information developed by the IIHS, should engineers push the 
 federal government to incorporate new offset-crash standards into automo-
bile safety regulations?      



  APPENDIX

 Codes of Ethics 
of Professional 
Engineering 
Societies 

A
  THE INSTITUTE OF ELECTRICAL AND ELECTRONICS 

ENGINEERS, INC.  *   (IEEE)  

 We, the members of the IEEE, in recognition of the importance of our technologies 
affecting the quality of life throughout the world, and in accepting a personal obliga-
tion to our profession, its members, and the communities we serve, do hereby commit 
ourselves to the highest ethical and professional conduct and agree: 

   1.   to accept responsibility in making decisions consistent with the safety, health and 
welfare of the public, and to disclose promptly factors that might endanger the 
public or the environment;  

  2.   to avoid real or perceived confl icts of interest whenever possible, and to disclose 
them to affected parties when they do exist;  

  3.   to be honest and realistic in stating claims or estimates based on available data;  
  4.   to reject bribery in all its forms;  
  5.    to improve the understanding of technology, its appropriate application, and 

potential consequences;  

 *  Code of Ethics of Professional Engineering Societies” from IEEE CODE OF ETHICS. Copyright © 2011 by 
IEEE. Reprinted with permission of IEEE. 
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   6.    to maintain and improve our technical competence and to undertake techno-
logical tasks for others only if qualifi ed by training or experience, or after full 
disclosure of pertinent limitations;  

   7.    to seek, accept, and offer honest criticism of technical work, to acknowledge 
and correct errors, and to credit properly the contributions of others;  

   8.    to treat fairly all persons regardless of such factors as race, religion, gender, 
disability, age, or national origin;  

   9.    to avoid injuring others, their property, reputation, or employment by false or 
malicious action;  

  10.     to assist colleagues and co-workers in their professional development and to 
support them in following this code of ethics.   

 Approved by the IEEE Board of Directors, February 2006  

  NATIONAL SOCIETY OF PROFESSIONAL ENGINEERS  *   (NSPE)  

  Code of Ethics for Engineers 

  Preamble 
 Engineering is an important and learned profession. As members of this profes-
sion, engineers are expected to exhibit the highest standards of honesty and integ-
rity. Engineering has a direct and vital impact on the quality of life for all people. 
Accordingly, the services provided by engineers require honesty, impartiality, fair-
ness, and equity and must be dedicated to the protection of the public health, 
safety, and welfare. Engineers must perform under a standard of professional 
behavior that requires adherence to the highest principles of ethical conduct.  

  I. Fundamental Canons 
 Engineers, in the fulfi llment of their professional duties, shall: 

   1.   Hold paramount the safety, health, and welfare of the public.  
  2.   Perform services only in areas of their competence.  
  3.   Issue public statements only in an objective and truthful manner.  
  4.   Act for each employer or client as faithful agents or trustees.  
  5.   Avoid deceptive acts.  
  6.   Conduct themselves honorably, responsibly, ethically, and lawfully so as to 

enhance the honor, reputation, and usefulness of the profession.    

  II. Rules of Practice 
   1.   Engineers shall hold paramount the safety, health, and welfare of the public. 

   a.   If engineers’ judgment is overruled under circumstances that endanger life or 
property, they shall notify their employer or client and such other authority as 
may be appropriate.  

  b.   Engineers shall approve only those engineering documents that are in con-
formity with applicable standards.  

  c.   Engineers shall not reveal facts, data, or information without the prior consent 
of the client or employer except as authorized or required by law or this Code.  

  d.   Engineers shall not permit the use of their name or associate in business 
ventures with any person or fi rm that they believe is engaged in fraudulent 
or dishonest enterprise.  

 * NSPE CODE OF ETHICS FOR ENGINEERS. Reprinted with permission of the National Society of 
Professional Engineers (www.nspe.org)

www.nspe.org
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  e.   Engineers shall not aid or abet the unlawful practice of engineering by a 
person or fi rm.  

  f.   Engineers having knowledge of any alleged violation of this Code shall report 
thereon to appropriate professional bodies and, when relevant, also to public 
authorities, and cooperate with the proper authorities in furnishing such 
information or assistance as may be required.    

  2.   Engineers shall perform services only in the areas of their competence. 
   a.   Engineers shall undertake assignments only when qualifi ed by education or 

experience in the specifi c technical fi elds involved.  
  b.   Engineers shall not affi x their signatures to any plans or documents dealing 

with subject matter in which they lack competence, nor to any plan or docu-
ment not prepared under their direction and control.  

  c.   Engineers may accept assignments and assume responsibility for coordination 
of an entire project and sign and seal the engineering documents for the 
entire project, provided that each technical segment is signed and sealed only 
by the qualifi ed engineers who prepared the segment.    

  3.   Engineers shall issue public statements only in an objective and truthful manner. 
   a.   Engineers shall be objective and truthful in professional reports, statements, 

or testimony. They shall include all relevant and pertinent information in 
such reports, statements, or testimony, which should bear the date indicating 
when it was current.  

  b.   Engineers may express publicly technical opinions that are founded upon 
knowledge of the facts and competence in the subject matter.  

  c.   Engineers shall issue no statements, criticisms, or arguments on technical 
matters that are inspired or paid for by interested parties, unless they have 
prefaced their comments by explicitly identifying the interested parties on 
whose behalf they are speaking, and by revealing the existence of any interest 
the engineers may have in the matters.    

  4.   Engineers shall act for each employer or client as faithful agents or trustees. 
   a.   Engineers shall disclose all known or potential confl icts of interest that could 

infl uence or appear to infl uence their judgment or the quality of their services.  
  b.   Engineers shall not accept compensation, fi nancial, or otherwise, from more 

than one party for services on the same project, or for services pertaining to 
the same project, unless the circumstances are fully disclosed and agreed to 
by all interested parties.  

  c.   Engineers shall not solicit or accept fi nancial or other valuable considera-
tion, directly or indirectly, from outside agents in connection with the work 
for which they are responsible.  

  d.   Engineers in public service as members, advisors, or employees of a govern-
mental or quasi-governmental body or department shall not participate in 
decisions with respect to services solicited or provided by them or their 
organizations in private or public engineering practice.  

  e.   Engineers shall not solicit or accept a contract from a governmental body on 
which a principal or offi cer of their organization serves as a member.    

  5.   Engineers shall avoid deceptive acts. 
   a.   Engineers shall not falsify their qualifi cations or permit misrepresentation 

of their or their associates’ qualifi cations. They shall not misrepresent or 
exaggerate their responsibility in or for the subject matter of prior assign-
ments. Brochures or other presentations incident to the solicitation of 
employment shall not misrepresent pertinent facts concerning employers, 
employees, associates, joint venturers, or past accomplishments.  



  b.   Engineers shall not offer, give, solicit, or receive, either directly or indirectly, 
any contribution to infl uence the award of a contract by public authority, or 
which may be reasonably construed by the public as having the effect or 
intent of infl uencing the awarding of a contract. They shall not offer any gift 
or other valuable consideration in order to secure work. They shall not pay 
a commission, percentage, or brokerage fee in order to secure work, except 
to a bona fi de employee or bona fi de established commercial or marketing 
agencies retained by them.      

  III. Professional Obligations 

   1.   Engineers shall be guided in all their relations by the highest standards of honesty 
and integrity. 
   a.   Engineers shall acknowledge their errors and shall not distort or alter the facts.  
  b.   Engineers shall advise their clients or employers when they believe a project 

will not be successful.  
  c.   Engineers shall not accept outside employment to the detriment of their 

regular work or interest. Before accepting any outside engineering employ-
ment, they will notify their employers.  

  d.   Engineers shall not attempt to attract an engineer from another employer 
by false or misleading pretenses.  

  e.   Engineers shall not promote their own interest at the expense of the dignity 
and integrity of the profession.    

  2.   Engineers shall at all times strive to serve the public interest. 
   a.   Engineers are encouraged to participate in civic affairs; career guidance for 

youths; and work for the advancement of the safety, health, and well-being of 
their community.  

  b.   Engineers shall not complete, sign, or seal plans and/or specifi cations that 
are not in conformity with applicable engineering standards. If the client or 
employer insists on such unprofessional conduct, they shall notify the proper 
authorities and withdraw from further service on the project.  

  c.   Engineers are encouraged to extend public knowledge and appreciation of 
engineering and its achievements.  

  d.   Engineers are encouraged to adhere to the principles of sustainable devel-
opment  1   in order to protect the environment for future generations.     

  3.   Engineers shall avoid all conduct or practice that deceives the public. 
   a.   Engineers shall avoid the use of statements containing a material misrepre-

sentation of fact or omitting a material fact.  
  b.   Consistent with the foregoing, engineers may advertise for recruitment of 

personnel.  
  c.   Consistent with the foregoing, engineers may prepare articles for the lay or 

technical press, but such articles shall not imply credit to the author for 
work performed by others.    

  4.   Engineers shall not disclose, without consent, confi dential information concern-
ing the business affairs or technical processes of any present or former client or 
employer, or public body on which they serve. 

 1   “Sustainable development” is the challenge of meeting human needs for natural resources, industrial 
products, energy, food, transportation, shelter, and effective waste management while conserving and 
protecting environmental quality and the natural resource base essential for future development. 
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   a.   Engineers shall not, without the consent of all interested parties, promote or 
arrange for new employment or practice in connection with a specifi c project 
for which the engineer has gained particular and specialized knowledge.  

  b.   Engineers shall not, without the consent of all interested parties, participate 
in or represent an adversary interest in connection with a specifi c project or 
proceeding in which the engineer has gained particular specialized knowl-
edge on behalf of a former client or employer.    

  5.   Engineers shall not be infl uenced in their professional duties by confl icting 
interests. 
   a.   Engineers shall not accept fi nancial or other considerations, including free 

engineering designs, from material or equipment suppliers for specifying 
their product.  

  b.   Engineers shall not accept commissions or allowances, directly or indirectly, 
from contractors or other parties dealing with clients or employers of the 
engineer in connection with work for which the engineer is responsible.    

  6.   Engineers shall not attempt to obtain employment or advancement or profes-
sional engagements by untruthfully criticizing other engineers, or by other 
improper or questionable methods. 
   a.   Engineers shall not request, propose, or accept a commission on a contingent 

basis under circumstances in which their judgment may be compromised.  
  b.   Engineers in salaried positions shall accept part-time engineering work only 

to the extent consistent with policies of the employer and in accordance 
with ethical considerations.  

  c.   Engineers shall not, without consent, use equipment, supplies, laboratory, 
or offi ce facilities of an employer to carry on outside private practice.    

  7.   Engineers shall not attempt to injure, maliciously or falsely, directly or indirectly, 
the professional reputation, prospects, practice, or employment of other engi-
neers. Engineers who believe others are guilty of unethical or illegal practice 
shall present such information to the proper authority for action. 
   a.   Engineers in private practice shall not review the work of another engineer 

for the same client, except with the knowledge of such engineer, or unless 
the connection of such engineer with the work has been terminated.  

  b.   Engineers in governmental, industrial, or educational employ are entitled to 
review and evaluate the work of other engineers when so required by their 
employment duties.  

  c.   Engineers in sales or industrial employ are entitled to make engineering 
comparisons of represented products with products of other suppliers.    

  8.   Engineers shall accept personal responsibility for their professional activities, 
provided, however, that engineers may seek indemnifi cation for services arising 
out of their practice for other than gross negligence, where the engineer’s 
interests cannot otherwise be protected. 
   a.   Engineers shall conform with state registration laws in the practice of 

 engineering.  
  b.   Engineers shall not use association with a nonengineer, a corporation, or 

partnership as a “cloak” for unethical acts.    
  9.   Engineers shall give credit for engineering work to those to whom credit is due 

and will recognize the proprietary interests of others. 
   a.   Engineers shall, whenever possible, name the person or persons who may 

be  indi vi dually responsible for designs, inventions, writings, or other 
 accomplishments.  



  b.   Engineers using designs supplied by a client recognize that the designs 
remain the property of the client and may not be duplicated by the engineer 
for others without express permission.  

  c.   Engineers, before undertaking work for others in connection with which the 
engineer may make improvements, plans, designs, inventions, or other records 
that may justify copyrights or patents, should enter into a positive agreement 
regarding ownership.  

  d.   Engineers’ designs, data, records, and notes referring exclusively to an 
employer’s work are the employer’s property. The employer should indem-
nify the engineer for use of the information for any purpose other than the 
original purpose.  

  e.   Engineers shall continue their professional development throughout their 
careers and should keep current in their specialty fi elds by engaging in pro-
fessional practice, participating in continuing education courses, reading in 
the technical literature, and attending professional meetings and seminars.      

  As Revised July 2007 
 “By order of the United States District Court for the District of Columbia, former 
Section 11(c) of the NSPE Code of Ethics prohibiting competitive bidding, and all 
policy statements, opinions, rulings or other guidelines interpreting its scope, have 
been rescinded as unlawfully interfering with the legal right of engineers, protected 
under the antitrust laws, to provide price information to prospective clients; accord-
ingly, nothing contained in the NSPE Code of Ethics, policy statements, opinions, 
rulings or other guidelines prohibits the submission of price quotations or com-
petitive bids for engineering services at any time or in any amount.  

  Statement by NSPE Executive Committee 
 In order to correct misunderstandings which have been indicated in some instances 
since the issuance of the Supreme Court decision and the entry of the Final 
Judgment, it is noted that in its decision of April 25, 1978, the Supreme Court of the 
United States declared: “The Sherman Act does not require competitive bidding.” 
It is further noted that as made clear in the Supreme Court decision: 

   1.   Engineers and fi rms may individually refuse to bid for engineering services.  
  2.   Clients are not required to seek bids for engineering services.  
  3.   Federal, state, and local laws governing procedures to procure engineering 

 services are not affected, and remain in full force and effect.  
  4.   State societies and local chapters are free to actively and aggressively seek legisla-

tion for professional selection and negotiation procedures by public agencies.  
  5.   State registration board rules of professional conduct, including rules prohibiting 

competitive bidding for engineering services, are not affected and remain in full 
force and effect. State registration boards with authority to adopt rules of professional 
conduct may adopt rules governing procedures to obtain engineering services.   
   f.   As noted by the Supreme Court, “nothing in the judgment prevents NSPE 

and its members from attempting to infl uence governmental action . . .”   

  Note    In regard to the question of application of the Code to corporations vis-à-vis 
real persons, business form or type should not negate nor infl uence conformance 
of individuals to the Code. The Code deals with professional services, which services 
must be performed by real persons. Real persons in turn establish and implement 
policies within business structures. The Code is clearly written to apply to the 
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Engineer, and it is incumbent on members of NSPE to endeavor to live up to its 
provisions. This applies to all pertinent sections of the Code.     

  AMERICAN SOCIETY OF MECHANICAL ENGINEERS (ASME) 

  Ethics 

 ASME requires ethical practice by each of its members and has adopted the following 
Code of Ethics of Engineers as referenced in the ASME Constitution, Article C2.1.1.  

  Code of Ethics of Engineers 

  The Fundamental Principles 
 Engineers uphold and advance the integrity, honor, and dignity of the engineering 
profession by: 

   1.   Using their knowledge and skill for the enhancement of human welfare;  
  2.   Being honest and impartial, and serving with fi delity their clients (including their 

employers) and the public; and  
  3.   Striving to increase the competence and prestige of the engineering profession.    

  The Fundamental Canons 
    1.    Engineers shall hold paramount the safety, health, and welfare of the public in 

the performance of their professional duties.  
   2.    Engineers shall perform services only in the areas of their competence; they 

shall build their professional reputation on the merit of their services and 
shall not compete unfairly with others.  

   3.    Engineers shall continue their professional development throughout their 
careers and shall provide opportunities for the professional and ethical devel-
opment of those engineers under their supervision.  

   4.    Engineers shall act in professional matters for each employer or client as faith-
ful agents or trustees, and shall avoid confl icts of interest or the appearance of 
confl icts of interest.  

   5.    Engineers shall respect the proprietary information and intellectual property 
rights of others, including charitable organizations and professional societies 
in the engineering fi eld.  

   6.   Engineers shall associate only with reputable persons or organizations.  
   7.    Engineers shall issue public statements only in an objective and truthful man-

ner and shall avoid any conduct which brings discredit upon the profession.  
   8.    Engineers shall consider environmental impact and sustainable development 

in the performance of their professional duties.  
   9.    Engineers shall not seek ethical sanction against another engineer unless 

there is good reason to do so under the relevant codes, policies and proce-
dures governing that engineer’s ethical conduct.  

  10.    Engineers who are members of the Society shall endeavor to abide by the 
Constitution, By-Laws, and Policies of the Society, and they shall disclose knowl-
edge of any matter involving another member’s alleged violation of this Code of 
Ethics or the Society’s Confl icts of Interest Policy in a prompt, complete, and 
truthful manner to the chair of the Committee on Ethical Standards and Review.   

 The Committee on Ethical Standards and Review maintains an archive of inter-
pretations to the ASME Code of Ethics (P-15.7). These interpretations shall serve as 



guidance to the user of the ASME Code of Ethics and are available on the Committee’s 
website or upon request.   

 Adopted:  March 7, 1976 

 Revised:  December 9, 1976 

   December 7, 1979 

   November 19, 1982 

   June 15, 1984 

   (editorial changes 7/84) 

   June 16, 1988 

   September 12, 1991 

   September 11, 1994 

   June 10, 1998 

   September 21, 2002 

   September 13, 2003 

   (editorial changes 6/1/05) 

   November 5, 2006 

   (editorial changes to the responsible unit 4/09) 

  AMERICAN SOCIETY OF CIVIL ENGINEERS  *   (ASCE)  

  Code of Ethics  1    

  Fundamental Principles  2    
 Engineers uphold and advance the integrity, honor, and dignity of the engineering 
profession by: 

   a.   using their knowledge and skill for the enhancement of human welfare and the 
environment;  

  b.   being honest and impartial and serving with fi delity the public, their employers, 
and clients;  

  c.   striving to increase the competence and prestige of the engineering profession; 
and  

  d.   supporting the professional and technical societies of their disciplines.    

  Fundamental Canons 
   a.   Engineers shall hold paramount the safety, health, and welfare of the public 

and shall strive to comply with the principles of sustainable development  3   in 
the performance of their professional duties.   

  b.   Engineers shall perform services only in areas of their competence.  
  c.   Engineers shall issue public statements only in an objective and truthful manner.  
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 *  ASCE Edict-CODE OF ETHICS. Reprinted with permission of American Society of Civil Engineers. 
www.asce.org   
 1   The Society’s Code of Ethics was adopted on September 2, 1914, and was most recently amended on 
July 23, 2006. Pursuant to the Society’s By-laws, it is the duty of every Society member to report promptly 
to the Committee on Professional Conduct any observed violation of the Code of Ethics. 
 2   In April 1975, the ASCE Board of Direction adopted the fundamental principles of the Code of Ethics 
of Engineers as accepted by the Accreditation Board for Engineering and Technology, Inc. (ABET). 
 3   In November 1996, the ASCE Board of Direction adopted the following defi nition of Sustainable 
Development: “Sustainable Development is the challenge of meeting human needs for natural resources, 
industrial products, energy, food, transportation, shelter, and effective waste management while conserv-
ing and protecting environmental quality and the natural resource base essential for future development.” 

www.asce.org
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  d.   Engineers shall act in professional matters for each employer or client as faithful 
agents or trustees, and shall avoid confl icts of interest.  

  e.   Engineers shall build their professional reputation on the merit of their services 
and shall not compete unfairly with others.  

  f.   Engineers shall act in such a manner as to uphold and enhance the honor, integ-
rity, and dignity of the engineering profession and shall act with zero-tolerance 
for bribery, fraud, and corruption.  

  g.   Engineers shall continue their professional development throughout their 
careers and shall provide opportunities for the professional development of 
those engineers under their supervision.     

  Guidelines to Practice Under the Fundamental Canons of Ethics 

  Canon 1 
 Engineers shall hold paramount the safety, health, and welfare of the public and 
shall strive to comply with the principles of sustainable development in the perfor-
mance of their professional duties. 

 Engineers shall recognize that the lives, safety, health, and welfare of the general 
public are dependent upon engineering judgments, decisions, and practices incor-
porated into structures, machines, products, processes, and devices. 

   a.   Engineers shall approve or seal only those design documents, reviewed or pre-
pared by them, which are determined to be safe for public health and welfare 
in conformity with accepted engineering standards.  

  b.   Engineers whose professional judgment is overruled under circumstances where 
the safety, health, and welfare of the public are endangered, or the principles of 
sustainable development ignored, shall inform their clients or employers of the 
possible consequences.  

  c.   Engineers who have knowledge or reason to believe that another person or fi rm 
may be in violation of any of the provisions of Canon 1 shall present such infor-
mation to the proper authority in writing and shall cooperate with the proper 
authority in furnishing such further information or assistance as may be required.  

  d.   Engineers should seek opportunities to be of constructive service in civic affairs 
and work for the advancement of the safety, health, and well-being of their 
communities, and the protection of the environment through the practice of 
sustainable development.  

  e.   Engineers should be committed to improving the environment by adherence 
to the principles of sustainable development so as to enhance the quality of life 
of the general public.    

  Canon 2 
 Engineers shall perform services only in areas of their competence. 

   a.   Engineers shall undertake to perform engineering assignments only when qual-
ifi ed by education or experience in the technical fi eld of engineering involved.  

  b.   Engineers may accept an assignment requiring education or experience out-
side of their own fi elds of competence, provided their services are restricted to 
those phases of the project in which they are qualifi ed. All other phases of such 
project shall be performed by qualifi ed associates, consultants, or employees.  

  c.   Engineers shall not affi x their signatures or seals to any engineering plan or 
document dealing with subject matter in which they lack competence by virtue 
of education or experience or to any such plan or document not reviewed or 
prepared under their supervisory control.    
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  Canon 3 
 Engineers shall issue public statements only in an objective and truthful manner. 

   a.   Engineers should endeavor to extend the public knowledge of engineering and 
sustainable development, and shall not participate in the dissemination of 
untrue, unfair, or exaggerated statements regarding engineering.  

  b.   Engineers shall be objective and truthful in professional reports, statements, or 
testimony. They shall include all relevant and pertinent information in such 
reports, statements, or testimony.  

  c.   Engineers, when serving as expert witnesses, shall express an engineering opin-
ion only when it is founded upon adequate knowledge of the facts, upon a 
background of technical competence, and upon honest conviction.  

  d.   Engineers shall issue no statements, criticisms, or arguments on engineering 
matters which are inspired or paid for by interested parties, unless they indicate 
on whose behalf the statements are made.  

  e.   Engineers shall be dignifi ed and modest in explaining their work and merit, 
and will avoid any act tending to promote their own interests at the expense of 
the integrity, honor, and dignity of the profession.    

  Canon 4 
 Engineers shall act in professional matters for each employer or client as faithful 
agents or trustees, and shall avoid confl icts of interest. 

   a.   Engineers shall avoid all known or potential confl icts of interest with their 
employers or clients and shall promptly inform their employers or clients of 
any business association, interests, or circumstances which could infl uence 
their judgment or the quality of their services.  

  b.   Engineers shall not accept compensation from more than one party for ser-
vices on the same project, or for services pertaining to the same project, 
unless the circumstances are fully disclosed to and agreed to, by all interested 
parties.  

  c.   Engineers shall not solicit or accept gratuities, directly or indirectly, from con-
tractors, their agents, or other parties dealing with their clients or employers in 
connection with work for which they are responsible.  

  d.   Engineers in public service as members, advisors, or employees of a govern-
mental body or department shall not participate in considerations or actions 
with respect to services solicited or provided by them or their organization in 
private or public engineering practice.  

  e.   Engineers shall advise their employers or clients when, as a result of their stud-
ies, they believe a project will not be successful.  

  f.   Engineers shall not use confi dential information coming to them in the course 
of their assignments as a means of making personal profi t if such action is 
adverse to the interests of their clients, employers, or the public.  

  g.   Engineers shall not accept professional employment outside of their regular 
work or interest without the knowledge of their employers.    

  Canon 5 
 Engineers shall build their professional reputation on the merit of their services 
and shall not compete unfairly with others. 

   a.   Engineers shall not give, solicit, or receive either directly or indirectly any political 
contribution, gratuity, or unlawful consideration in order to secure work, exclu-
sive of securing salaried positions through employment agencies.  
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  b.   Engineers should negotiate contracts for professional services fairly and on the 
basis of demonstrated competence and qualifi cations for the type of professional 
service required.  

  c.   Engineers may request, propose, or accept professional commissions on a con-
tingent basis only under circumstances in which their professional judgments 
would not be compromised.  

  d.   Engineers shall not falsify or permit misrepresentation of their academic or 
professional qualifi cations or experience.  

  e.   Engineers shall give proper credit for engineering work to those to whom credit 
is due, and shall recognize the proprietary interests of others. Whenever possible, 
they shall name the person or persons who may be responsible for designs, inven-
tions, writings, or other accomplishments.  

  f.   Engineers may advertise professional services in a way that does not contain 
misleading language or is in any other manner derogatory to the dignity of the 
profession. Examples of permissible advertising are as follows: 
   •   Professional cards in recognized, dignifi ed publications, and listings in rosters 

or directories published by responsible organizations, provided that the cards 
or listings are consistent in size and content and are in a section of the publi-
cation regularly devoted to such professional cards.  

  •   Brochures which factually describe experience, facilities, personnel, and capac-
ity to render service, providing they are not misleading with respect to the 
engineer’s participation in projects described.  

  •   Display advertising in recognized dignifi ed business and professional publica-
tions, providing it is factual and is not misleading with respect to the engineer’s 
extent of participation in projects described.  

  •   A statement of the engineers’ names or the name of the fi rm and statement 
of the type of service posted on projects for which they render services.  

  •   Preparation or authorization of descriptive articles for the lay or technical 
press, which are factual and dignifi ed. Such articles shall not imply anything 
more than direct participation in the project described.  

  •   Permission by engineers for their names to be used in commercial advertise-
ments, such as may be published by contractors, material suppliers, etc., only 
by means of a modest, dignifi ed notation acknowledging the engineers’ par-
ticipation in the project described. Such permission shall not include public 
endorsement of proprietary products.    

  g.   Engineers shall not maliciously or falsely, directly or indirectly, injure the pro-
fessional reputation, prospects, practice, or employment of another engineer 
or indiscriminately criticize another’s work.  

  h.   Engineers shall not use equipment, supplies, laboratory, or offi ce facilities of 
their employers to carry on outside private practice without the consent of their 
employers.    

  Canon 6 
 Engineers shall act in such a manner as to uphold and enhance the honor, integrity, 
and dignity of the engineering profession and shall act with zero tolerance for brib-
ery, fraud, and corruption. 

   a.   Engineers shall not knowingly engage in business or professional practices of a 
fraudulent, dishonest, or unethical nature.  

  b.   Engineers shall be scrupulously honest in their control and spending of mon-
ies, and promote effective use of resources through open, honest, and impar-
tial service with fi delity to the public, employers, associates, and clients.  
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  c.   Engineers shall act with zero-tolerance for bribery, fraud, and corruption in all 
engineering or construction activities in which they are engaged.  

  d.   Engineers should be especially vigilant to maintain appropriate ethical behav-
ior where payments of gratuities or bribes are institutionalized practices.  

  e.   Engineers should strive for transparency in the procurement and execution of 
projects. Transparency includes disclosure of names, addresses, purposes, and 
fees or commissions paid for all agents facilitating projects.  

  f.   Engineers should encourage the use of certifi cations specifying zero-tolerance 
for bribery, fraud, and corruption in all contracts.    

  Canon 7 
 Engineers shall continue their professional development throughout their careers, 
and shall provide opportunities for the professional development of those engi-
neers under their supervision. 

   a.   Engineers should keep current in their specialty fi elds by engaging in profes-
sional practice, participating in continuing education courses, reading in the 
technical literature, and attending professional meetings and seminars.  

  b.   Engineers should encourage their engineering employees to become regis-
tered at the earliest possible date.  

  c.   Engineers should encourage engineering employees to attend and present 
papers at professional and technical society meetings.  

  d.   Engineers shall uphold the principle of mutually satisfying relationships 
between employers and employees with respect to terms of employment includ-
ing professional grade descriptions, salary ranges, and fringe benefi ts.      

  AMERICAN INSTITUTE OF CHEMICAL ENGINEERS  *  (AICHE) 

  AIChE Code of Ethics 

  American Institute of Chemical Engineers 
 Members of the American Institute of Chemical Engineers shall uphold and 
advance theintegrity, honor, and dignity of the engineering profession by: 

•    Being honest and impartial and serving with fi delity their employers, their clients, 
and the public;  

•   Striving to increase the competence and prestige of the engineering profession;  
•   Using their knowledge and skill for the enhancement of human welfare.   

 To achieve these goals, members shall: 

•    Hold paramount the safety, health, and welfare of the public and protect the 
environment in performance of their professional duties.  

•   Formally advise their employers or clients (and consider further disclosure, if 
warranted) if they perceive that a consequence of their duties will adversely 
affect the present or future health or safety of their colleagues or the public.  

•   Accept responsibility for their actions, seek and heed critical review of their 
work, and offer objective criticism of the work of others.  

•   Issue statements or present information only in an objective and truthful manner.  

 *  AIChE CODE OF ETHICS. Copyright © by American Institute of Chemical Engineers Used with 
 permission. 
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•   Act in professional matters for each employer or client as faithful agents or 
trustees, avoiding confl icts of interest and never breaching confi dentiality.  

•   Treat fairly and respectfully all colleagues and co-workers, recognizing their 
unique contributions and capabilities.  

•   Perform professional services only in areas of their competence.  
•   Build their professional reputations on the merits of their services.  
•   Continue their professional development throughout their careers and provide 

opportunities for the professional development of those under their supervision.  
•   Never tolerate harassment.  
•   Conduct themselves in a fair, honorable, and respectful manner.   

 (Revised January 17, 2003)    

  JAPAN SOCIETY OF CIVIL ENGINEERS  *  

  Code of Ethics for Civil Engineers 

  Preamble 
   1.   In March of 1938, the Japan Society of Civil Engineers promulgated “the Beliefs 

and Principles of Practice for Civil Engineers.” This had initially been prepared 
in February of 1933 and was later codifi ed by an entrusted committee on mutual 
rules of the Japan Society of Civil Engineers (the Chairman was Dr. Akira 
Aoyama, an ex-president of the Society). In 1933, Japan declared its withdrawal 
from the League of Nations, a turning point prior to the later Lukouchiano 
(Marco Polo Bridge) Incident that led to War with China and the Pacifi c War. 
Despite the trends of such an era, the Japan Society of Civil Engineers is proud 
of its insight to stipulate its “Beliefs and Principles of Practice for Civil 
Engineers.”  

  2.   The Japan Society of Civil Engineers is composed of engineers who carry out civil 
engineering work and researchers who study the relating subjects. Its members 
are obliged to strive for: (1) mutual collaboration among its members; (2) contri-
bution to the progress of science and technology; and (3) direct contribution to 
civil societies.   

 The Society has renewed “the Beliefs and Principles of Practice for Civil 
Engineers” into the Code of Ethics, solely because the Society has recognized the 
increasing importance of the mission and the emerging responsibility shouldered 
by civil engineers today and in the future.   

  Basic Perceptions 

   1.   From the dawn of human history till the present day, civil engineering has con-
tributed to ensuring human beings’ safety and enriching their quality of life 
through constructing, maintaining, and managing social overhead capital. The 
current industrial civilization has especially been supported by great techno-
logical achievements, which has remarkably improved the lives of mankind. 
However, along with the expansion and diversification of technological 
advancement, the infl uence caused by these phenomena upon nature and soci-
eties has drastically increased in its complexity and magnitude. Civil engineers 

 *  CODE OF ETHICS FOR CIVIL ENGINEERS, May 1999. Copyright © 1999 by Japan Society of Civil 
Engineers. Reprinted with permission.  
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should deeply recognize these facts and adhere to the ethical principles of self-
disciplined moral obligation when applying advanced technology.  

  2.   The present generation is responsible for ensuring the sustainability of life-
supporting conditions for generations to come. It is an honorable mission for the 
present civil engineers to create and preserve the environment that enhances the 
coexistence of nature and mankind.    

  Code of Ethics 

  A Civil Engineer Shall 
    1.    Apply his/her technical skills to create, improve, and maintain “a beautiful 

national land,” “a safe and comfortable life,” and “a prosperous society,” thus 
contributing to society through his/her knowledge and virtue with an empha-
sis upon his/her dignity and honor.  

   2.    Respect nature while giving the highest priority to the safety, welfare, and health 
of generations today and in the future, and shall endeavor to preserve and work 
with nature and the global environment for the sustainable development of 
mankind.  

   3.    Value traditional technology rooted in indigenous cultures, engage in research 
and development of advanced technology, promote international cooperation, 
deepen mutual understanding of other cultures, and enhance welfare and 
safety of human beings.  

   4.    Perform civil engineering work from a broad perspective based on his/her 
specialized expertise and experience regardless of his/her organizational 
affi liation.  

   5.    Publish reports and express opinions based on his/her accumulated expertise 
and experience, and live up to his/her own beliefs and conscience.  

   6.    Disclose all relevant information concerning public safety, health, welfare, 
and sustainable global development, in an effort to carry out irreversible civil 
engineering work that is of long term and large scale in nature.  

   7.    Keep a fair and impartial attitude to the public, clients of civil engineering 
work, and himself/herself while performing work sincerely.  

   8.    Act as an honest agent or trustee of the employer or client in regard to technical 
work.  

   9.    Treat everyone fairly without any discrimination against race, religion, sex, or 
age.  

  10.    Perform work in compliance with applicable laws, ordinances, rules and regu-
lations, contracts, and other standards, and shall not give, ask, nor receive 
directly or indirectly any undue compensation.  

  11.    Understand the function, forms, and structural characteristics of civil engineer-
ing facilities and structures. In their planning, design, construction, mainte-
nance, and disposal, apply not only advanced technology but traditional 
technology as well while preserving the ecosystem and the beauty it contains, 
while staying mindful to preserve historical heritage.  

  12.    Strive to enhance his/her own expertise, study diligently concepts and engi-
neering methods, and contribute to technological development through 
informing academic societies of the results of these efforts.  

  13.    Endeavor to cultivate human resources by effectively utilizing his/her own 
personality, knowledge, and experience while providing support for others to 
enhance their professional profi ciency.  

  14.    Actively explain the signifi cance and role of his/her own work and respond 
sincerely to any criticism of such explanation. Further, evaluate objectively the 
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work completed by himself/herself and by others, and express positively indi-
vidual opinions.  

  15.    Live up to the Code of Ethics stipulated by the Society while continuously 
seeking to enhance the social status of civil engineers. In particular, members 
of the Society shall take the initiative of professional dignity by observing this 
Code of Ethics.   

 (Promulgated on May 7, 1999, by the Board of Directors, the Japan Society of 
Civil Engineers)    
  



  APPENDIX

 Bibliography B
  GENERAL BOOKS ON ENGINEERING ETHICS 

  Michael E. Gorman, Matthew M. Mehalik, and Patricia H. Werhane,  Ethical 
end Environmental Challenges to Engineering , Prentice Hall, Englewood Cliffs, 
NJ, 2000. 

 Alastair S. Gunn and P. Aarne Vesilind,  Hold Paramount,  Brooks/Cole-Thomson, 
Pacifi c Grove, CA, 2003. 

 C harles  E. H arris , J r ., M ichael  S. P ritchard , a nd  M ichael  J. R abins ,  Engineering Ethics: 
Concepts and Cases,  4th ed., Wadsworth Publishing Company, Belmont, CA, 2008. 

 Kenneth K. Humphreys,  What Every Engineering Should Know About Ethics , Marcel 
Dekker, Inc., New York, 1999. 

 D eborah  G. J ohnson ,  Ethical Issues In Engineering,  Prentice Hall, Englewood Cliffs, 
NJ, 1991. 

 John D. Kemper and Billy R. Sanders,  Engineers and Their Profession , 5th ed., Oxford 
University Press, New York, 2001. 

 R oland  S chinzinger  a nd  M ike  W. M artin ,  Ethics in Engineering,  4th ed., McGraw-Hill, 
New York, 2005. 

 Edmund G. Seebauer and Robert L. Barry,  Fundamentals of Ethics for Scientists and 
Engineers,  Oxford University Press, New York, 2001.   



  Appendix B Bibliography 173 

  JOURNALS WITH ARTICLES ON ENGINEERING 

ETHICS AND CASES 

   Business and Professional Ethics Journal,  published by the Center for Applied 
Philosophy, University of Florida, Gainesville, FL. 

  Journal of Business Ethics,  Kluwer Academic Publishers. 
  Science and Engineering Ethics,  Springer Publications.   

  WEBSITES 

 There are many websites that deal with issues of engineering ethics. Some of the 
better ones are listed here. Of course, the addresses of websites tend to be very 
unstable, so these addresses may no longer be valid at the time you read this text. 
Many of these websites offer links to other web-based ethics resources as well. 

  Ethics Center for Engineering and Science, Case Western University:
  http://onlineethics.org   
 The IEEE Society on Social Implications of Technology (SSIT):   
http://radburn.rutgers.edu/andrews/projects/ssit/default.htm   
 The National Society of Professional Engineers Board of Ethical Review: 
  http://www.nspe.org/Ethics/EthicsResources/BER/index.html#2009   
 The Online Ethics Center for Engineering and Research:  
http://www.onlineethics.org/  
 Texas A and M University:   
http://ethics.tamu.edu/       

http://onlineethics.org
http://radburn.rutgers.edu/andrews/projects/ssit/default.htm
http://www.nspe.org/Ethics/EthicsResources/BER/index.html#2009
http://www.onlineethics.org/
http://ethics.tamu.edu/


   Index 

  A 

  Aberdeen Three (case study),  51 – 52   
  Acceptance of gifts,  65 – 68   
  Accepted engineering practice,  77   
  Accidents,  79 – 80  

 case studies,  80 – 97  
  Challenger  (space shuttle) accident,  6 – 7 ,  10 – 12 ,  64  
  Columbia  (space shuttle) accident,  12 – 15  
 engineered,  79 – 80  
 procedural,  79  
 systemic,  80  
 Therac-25 accidents,  131 – 134  
 Union Carbide accident (Bhopal, India),  37 ,  50 – 51 ,  62 – 63   

  Accreditation Board for Engineering and Technology 
(ABET),  2   

  Acknowledged whistle-blowing,  108   
  Act utilitarianism,  40 – 41   
  Agnew, Spiro T., and construction kickbacks (Maryland),  69 – 70   
  Airline industry, and systemic accidents,  80   
  American Airlines DC-10 incidents,  91 – 93   
  American Bar Association (ABA),  21 – 23   
  American Institute of Chemical Engineers (AICHE), 

code of ethics,  136 ,  168 – 169   
  American Medical Association (AMA),  21 – 23   
  American Society of Civil Engineers (ASCE),  82  

 code of ethics,  164 – 168   
  American Society of Mechanical Engineers (ASME),  22  

 code of ethics,  163 – 164   
  Anonymous whistle-blowing,  108   
  Aristotle,  38   
  Atomic Energy of Canada Ltd. (AECL),  131   
  Automatic Train-Control (ATC) system,  111 ,  112 ,  113   
  Automobile crash testing,  153   
  Autonomous computers,  130 – 131  

 and October 1987 market crash,  131   
   Avanti Corp. vs. Cadence Design Systems  (case study),  134    

  B 

  B. F. Goodrich A7-D Brake (case study),  114 – 116   
  Bay Area Rapid Transit (BART),  27 ,  103 ,  104 ,  110 – 113   
  Beall, George,  69   
  Bhagavad Gita,  48   
  Blankenzee, Max,  111 ,  112   
  Blondlot, René,  138 – 139   
  Bockris, John,  140 ,  141   
  Boeing Corporation,  91 – 93   
  Boisjoly, Roger,  10 – 12   
  Bribery,  65 – 67  

 avoiding problems of,  66 – 67  
 examples of,  65 – 66   

  Bruder, Robert,  111 ,  112   
  Buddhism, ethics of,  48 – 49   

  Bureau of Reclamation,  89 ,  90   
  Burfi ne, Edward,  112    

  C 

  Cadence Design Systems,  134   
  Capability, whistleblowers’,  109   
  Cellular phones: 

 and automotive safety (case study),  93 – 94  
 and cancer (case study),  67 – 69   

   Challenger  accident,  7 – 8 ,  64  
 aftermath,  12  
 launch,  11 – 12  
 O-rings,  10 ,  11  
 who’s who,  11   

  China, ethical traditions,  47   
  Citicorp Center, New York City (case study),  148 – 150 ,  153   
   City of Albuquerque vs. Isleta Pueblo Water  (case study),  137   
  Clarke, Arthur C.,  130   
  Codes of ethics,  24 – 33  

 case studies,  28 – 33  
 codes of the engineering societies,  26  
 codes of ethics in corporations,  27 – 28  
 computers,  131  
 defi ned,  25  
 and ethical behavior,  25 – 26  
 internal confl icts in, resolving,  26 – 27  
 and moral principles,  25  
 objection to codes,  26 – 27  
 for professional societies,  104  

 enforcement of,  28  
 and protection of employees,  26 ,  28   

  Cohen, Richard,  69   
  Cold fusion at Texas A&M University (case study),  139 – 142   
   Columbia  accident,  7 ,  12 – 15   
  Competitive bidding,  106   
  Computer ethics,  127 – 131  

 autonomous computers,  130 – 131  
 computer code of ethics,  131  
 computer design tools,  129 – 130  
 computers and unethical behavior,  127 – 129  
 copyright infringement,  129  
 hacking,  128  
 invasion of privacy,  128   

  Computer-aided design (CAD) software,  22   
  Conceptual issues,  66  

 resolution of,  58   
  Confi dentiality,  104 – 105   
  Confl ict of interest,  105   
  Confl ict problems,  63 – 64   
  Confucius,  47   
  Construction kickbacks (Maryland),  69 – 70   
  Copyright infringement,  129   

174



Index 175

  Copyright protection,  129   
  Corporate morality, personal morality vs.,  45   
  Cost–benefi t analysis,  41 – 42 ,  126  

 goal of,  42   
  Cost-oblivious approach,  126   
  Creative middle way,  64   
  Crown Center Redevelopment Corporation,  86   
  Crown Victoria police interceptor (case study),  87 – 89    

  D 

  DC-10 (case study),  77 ,  91 – 93   
  Dee, William,  51 ,  52   
  Delayed risk vs. immediate risk,  76   
  Denver International Airport, runway concrete at 

(case study),  30 – 32   
  Design engineer, and systemic accidents,  80   
  Design problems, ethical problems compared to,  5   
  Digital Equipment Corporation (DEC),  33   
  Dining with a customer or/supplier, as acceptable 

practice,  65   
  Discretion: 

 defi ned,  20  
 and engineering,  21   

  Duty ethics,  39 ,  42 – 44    

  E 

  Eldridge Construction Company,  86   
  Electric Power Research Institute (EPRI),  141   
  Engineered accidents,  79 ,  80   
  Engineering 

 compared to other professions,  22 – 23  
 as a profession,  19 – 20 ,  21 – 22   

  Engineering ethics: 
 lack of knowledge and,  3 – 4  
 reasons for studying,  2 – 3   

  Engineering practice,  5  
 ethical issues in,  124 – 143   

  Engineers: 
 rights/responsibilities of,  103 – 120  
 and safety,  77 – 78  
 training for,  22 ,  23   

  Environmental ethics,  125 – 127  
 cost–benefi t analysis,  126  
 cost-oblivious approach,  126  
 and personal ethics,  126 – 127  
 seeking the counsel of others,  127   

  Environmental Protection Agency (EPA),  137   
  Ethical behavior, avoiding impediments to,  154 – 155   
  Ethical problem solving: 

 bribery/acceptance of gifts,  65 – 67  
 confl ict problems,  63 – 64  
 fl ow charts,  62 – 63  
 line-drawing technique,  59 – 62  
 New York Times Test,  68  
 Paradyne Computers,  58 – 59  
 techniques,  56 – 72  
 types of issues in,  57 – 58   

  Ethical problems: 
 analysis of issues in,  57 – 59  
 bribery/acceptance of gifts,  66 – 67  

 design problems compared to,  5  
 understanding,  37 – 53   

  Ethical teamwork,  53   
  Ethical theories,  39 – 46  

 cost-benefi t analysis,  41 – 42  
 duty ethics,  39 ,  42 – 44  
 moral theory, defi ned,  39  
 rights ethics,  39 ,  42 – 44  
 utilitarianism,  39 – 41  
 virtue ethics,  39 ,  44   

  Ethical thought: 
 brief history of,  38 – 39  
 ethical theories,  39 – 46  
 non-Western ethical thinking,  46 – 47  
 origin of,  4  
 personal vs. corporate morality,  45   

  Ethics: 
 in Buddhism,  48 – 49  
 in China,  47  
 codes of,  24 – 33  
 computer,  127 – 131  
 defi ned,  2  
 duty,  39 ,  42 – 44  
 environmental,  125 – 127  
 geography/culture and,  46  
 in India,  47 – 48  
 law and,  4 – 5  
 Muslim,  48  
 personal vs. professional,  45  
 and research,  135 – 137  
 rights,  39 ,  42 – 44  
 virtue,  39 ,  44   

  Expected probability,  76   
  Experimental results, falsifying,  143   
  External whistle-blowing,  108    

  F 

  Feynman, Richard,  12   
  Firestone Tires (case study),  84 – 86   
  Fleischmann, Martin,  139 ,  140 ,  141   
  Flow charts,  62 – 63   
  Ford Crown Victoria police interceptor (case study),  87 – 89   
  Ford Explorer tire failure,  84 – 86   
  Ford Pinto fuel tank (case study),  1 – 2 ,  6 ,  89    

  G 

  General Electric Research Laboratories,  136   
  Gepp, Carl,  51 ,  52   
  Gifts: 

 as bribes,  65  
 examples of,  65 – 66   

  Gillum-Colaco, Inc.,  86   
  Goodell, Paul,  150   
  Goodrich A7-D Brake (case study),  114 – 116   
  Greek ethical thought,  38   
  Green engineering,  125    

  H 

  Hacking,  128   
  Haiti earthquake (2010),  116 – 117   
  Hartford Civic Center collapse (case study),  118 – 120   



176 Index

  Havens Steel Company,  86   
   Heartbeat Away, A  (Cohen/Witcover),  69   
  Helix, Dan,  112   
  Hjortsvang, Roger,  111 ,  112   
  Hurricane Katrina (case study),  80 – 82   
  Hyatt Regency Kansas City walkways collapse 

(case study),  86 – 87    

  I 

  I-35W Bridge, collapse of (case study),  113 – 114   
  Illumination Engineering Society (IES),  150   
  India, ethics in,  47 – 48   
  Institute of Electrical and Electronics Engineers 

(IEEE),  22 ,  103 ,  113  
 code of ethics,  26 – 27 ,  157 – 158   

  Insurance Institute for Highway Safety (IIHS),  153   
  Intel, and Pentium chip case,  18 – 19 ,  28 – 30 ,  61 – 62   
  Intellectual property, protection of,  134   
  Internal whistle-blowing,  108   
  International Atomic Energy Agency (IAEA),  97   
  International Nuclear Event Scale (INES),  97   
  Invasion of privacy, and computers, I

~
  

  Islamic countries, ethical principles relating to engineering 
and business in,  48    

  J 

  Jack D. Gillum and Associates, Ltd.,  86 ,  87   
  Japan society of civil engineers, code of ethics for,  169 – 171   
  Japan Nuclear Fuel Conversion Company (JCO),  96 ,  97   
  Job searches, ethics in,  70 – 71   
  Johnson, Arnie,  11   
  Judgement, defi ned,  20    

  K 

  Kant, Immanuel,  42 ,  43   
  Kilminster, Joe,  10 ,  11   
   Kursk  submarine disaster,  77    

  L 

  Langmuir, Irving,  136   
  Law, as a profession,  21   
  Lawson, Searle,  115 ,  116   
  LeMessurier, William,  148 – 150   
  Lentz, Robert,  51 ,  52   
  Lev Zetlin Associates,  119   
  Lexus automobiles,  118   
  Line-drawing technique,  59 – 62  

 and gifts/bribes,  66 – 67  
 and Pentium chip case,  61 – 62   

  Locke, John,  42   
  Lockheed Corporation,  91 – 92   
  Loma Prieta earthquake,  116 ,  117   
  Lund, Bob,  10 ,  11 ,  64    

  M 

  Marshall Space Flight Center,  10 ,  11   
  Martin, Charles,  141   
  Mason, Jerald,  10 ,  11   
  Matz, Childs and Associates,  69 ,  70   
  Matz, Lester,  69 ,  70   

  McDonald, Alan,  10 ,  11   
  McDonnell Douglas corporation,  91 – 93   
  Medicine, as a profession,  21   
  Methyl isocyanate (MIC),  37 ,  50 ,  51   
  Military, and systemic accidents,  80   
  Mill, John Stuart,  40 ,  41   
  Millikan, Robert,  135   
  Moral autonomy,  3   
  Moral issues: 

 bribery,  65  
 resolution of,  58   

  Moral principles, codifi cation of,  38 – 39   
  Moral theory,  39   
  Morton Thiokol,  7 ,  10 ,  11 ,  65   
  Mulloy, Larry,  10 ,  11   
  Muslim ethics,  48 – 49    

  N 

  Nanotechnology,  95 – 96   
  Napster,  129   
  National Aeronautics and Space Administration 

(NASA),  10  
 awarding of space shuttle contract,  7 – 8  
 space shuttle disasters,  7 – 15   

  National Highway Traffi c Safety Administration 
(NHTSA),  85 ,  88 ,  94 ,  152 ,  153   

  National Society of Professional Engineers (NSPE),  22  
 code of ethics,  26 – 27 ,  158 – 163   

  National Transportation Safety Board (NTSB),  113   
  Negative paradigm,  59 ,  61   
  “New York Times Test”,  67   
   Nichomachean Ethics,   38   
  Nixon, Richard M.,  69 ,  70   
  Non-Western countries, engineering codes 

of ethics in,  49   
  Non-Western ethical thinking,  46  

 Buddhist ethics,  48 – 49  
 Chinese ethical traditions,  47  
 Indian ethics,  47 – 48  
 Muslim ethics,  48   

  N-rays (case study),  138 – 139   
  Nuclear power plants, and systemic accidents,  80    

  O 

  Origins of ethical thought,  4    

  P 

  Packham, Nigel,  141   
  Paradyne computers (case study),  32 – 33 ,  58 – 59   
  Parsons, Brinkerhoff, Tudor, and Bechtel (PBTB),  111   
  Patenting,  134   
  Pathological science, characteristics of,  136 – 137   
  Personal ethics, business ethics vs.,  4 ,  47   
  Personal morality, corporate morality vs.,  45   
  Philosophers, and ethical thought,  38   
  Pons, Stanley,  139   
  Positive paradigm,  59 – 60   
  Procedural accidents,  79   
  Profession, attributes of,  20 – 21   
  Professional ethics, personal ethics vs.,  4   



Index 177

  Professional responsibilities,  104 – 106   
  Professional rights,  106 – 108   
  Professional societies,  19  

 code of ethics,  157 – 171  
 IEEE code,  26 – 27  
 NSPE code,  26 – 27  
 organization of,  23 – 24  
 and protection of employees,  28   

  Professional success: 
 cheating on assignments,  71  
 falsifying experimental results,  143  
 impediments to ethical behavior, avoiding,  154 – 155  
 job searches,  70 – 71  
 teamwork,  52   

  Professionals: 
 athletes,  19 ,  20 – 21  
 carpenters,  19 ,  20 ,  21  
 compensation,  20  
 law,  21  
 medicine,  21   

  Proxmire, William,  116   
  Proximity, whistleblowers,  109    

  Q 

  Qur’an,  48    

  R 

  Radio-frequency (rf) radiation,  67   
  Reagan, Ronald,  9 ,  12   
  Research: 

 analyzing ethical problems in,  135 – 136  
 and ethics,  135 – 137  
 pathological science,  136 – 137   

  Resource Conservation and Recovery Act (RCRA),  52   
  Reversible effects,  76   
  Rights ethics,  39 ,  42 – 44 ,  46   
  Rights/responsibilities of engineers,  103 – 120  

 professional responsibilities,  104 – 106  
 professional rights,  106 – 108  
 whistle-blowing,  108 – 110   

  Risk: 
 defi ned,  75  
 delayed vs. immediate,  76  
 expected probability,  76  
 minimizing,  78  
 reversible effects,  76  
 risk -benefi t analysis,  78 – 79  
 short-term vs. long term consequences,  76  
 threshold levels for,  76  
 voluntary vs. involuntary,  75 – 76   

   Roe v. Wade,   57   
  Rogers Commission,  12   
  Roper, Val,  151   
  Rule utilitarianism,  40 – 41    

  S 

  SabreTech,  82 – 84   
  Safety: 

 defi ned,  75  
 designing for,  78  

 and engineers,  77 – 78  
 and risk,  75 – 79   

  San Francisco Bay Area Rapid Transit 
Commission,  116   

  Sealed beam headlight (case study),  150 – 153   
  Sherman Antitrust Act of 1890,  106 ,  162   
  Short-term vs. long-term consequences,  76   
  Sink, Robert,  115   
  Socrates,  38   
  Software: 

 engineering judgement while using,  129 – 130  
 integration of computers into engineering 

systems,  130   
  Space shuttle disasters,  7 – 15  

  Challenger  accident: 
 aftermath,  12  
 launch,  11 – 12  
 O-rings,  10 ,  11  
 who’s who,  11  

  Columbia  accident,  12 – 15  
 days prior to launch,  10 – 11  
 joint rotation,  8  
 liquid-propellant booster,  7  
 political climate,  9  

 solid rocket boosters, early problems with,  8 – 9   
  Sports, and whistle-blowing,  1089 ,  109   
  Stubbins, Hugh,  148 ,  149 ,  150   
  Sustainable design,  125   
  Systemic accidents,  80    

  T 

  Taubes, Gary,  141   
  Teamwork, and professional success,  52   
  Teton Dam (Idaho) failure (case study),  89 – 91   
  Therac-25 accidents (case study),  131 – 134   
  Thompson, Arnie,  10   
  Threshold levels for risk,  76   
  Tokaimura nuclear accident (case study),  96 – 97   
  Toyota automobiles, acceleration in (case study),  118   
  Trade secrets,  134   
  Training for engineers,  23   
  Turkish Airlines DC-10 crash,  91 – 93   
   2001: A Space Odyssey  (Clarke),  130    

  U 

  Union Carbide accident (Bhopal, India) (case study), 
 37 ,  50 – 51 ,  62 – 63  

 and fl ow charting,  62 – 63   
  Utilitarianism,  39 – 41  

 act,  40  
 objections to,  40  
 rule,  40 – 41    

  V 

  Valujet Flight 592 crash (case study),  74 – 75 ,  82 – 84   
  Vandivier, Kermit,  115 – 116   
  Vincent Kling & Associates,  118 – 119   
  Virtue, defi ned,  44   
  Virtue ethics,  44   
  Voluntary risk vs. involuntary risk,  75 – 76    



178 Index

  W 

  Warren, John,  115   
  Waste Isolation Pilot Plant (WIPP) 

 New Mexico (case study),  40 ,  44 ,  46   
  Whistle-blowing,  108 – 110  

 acknowledged,  108  
 anonymous,  108  
 conditions for,  109 – 110  
 external,  108  
 internal,  108  
 as last resort,  109  

 need for, examining,  109  
 preventing,  110  
 and sports,  108 ,  109  
 types of,  109 – 110  
 whistleblower capability,  109  
 whistleblower proximity,  109   

  Witcover, Jules,  69   
  Wolf, Kelvin,  141   
  Wright, Daniel, K.,  151   
  Wriston, Walter,  149      


	Cover
	Title Page
	Copyright Page
	Contents
	Aout this Book
	1 Introduction
	1.1 Background Ideas
	1.2 Why Study Engineering Ethics?
	1.3 Engineering Is Managing the Unknown
	1.4 Personal vs. Professional Ethics
	1.5 The Origins of Ethical Thought
	1.6 Ethics and the Law
	1.7 Ethics Problems Are Like Design Problems
	1.8 Case Studies
	Summary
	References
	Problems

	2 Professionalism and Codes of Ethics
	2.1 Introduction
	2.2 Is Engineering a Profession?
	2.3 Codes of Ethics
	Key Terms
	References
	Problems

	3 Understanding Ethical Problems
	3.1 Introduction
	3.2 A Brief History of Ethical Thought
	3.3 Ethical Theories
	3.4 Non-Western Ethical Thinking
	Key Terms
	References
	Problems

	4 Ethical Problem-Solving Techniques
	4.1 Introduction
	4.2 Analysis of Issues in Ethical Problems
	4.3 Line Drawing
	4.4 Flow Charting
	4.5 Conflict Problems
	4.6 An Application of Problem-Solving Methods: Bribery/Acceptance of Gifts
	Key Terms
	References
	Problems

	5 Risk, Safety, and Accidents
	5.1 Introduction
	5.2 Safety and Risk
	5.3 Accidents
	Key Terms
	References
	Problems

	6 The Rights and Responsibilities of Engineers
	6.1 Introduction
	6.2 Professional Responsibilities
	6.3 Professional Rights
	6.4 Whistle-Blowing
	Key Terms
	References
	Problems

	7 Ethical Issues in Engineering Practice
	7.1 Introduction
	7.2 Environmental Ethics
	7.3 Computer Ethics
	7.4 Ethics and Research
	Key Terms
	References
	Problems

	8 Doing the Right Thing
	References
	Problems

	APPENDIX A: Codes of Ethics of Professional Engineering Societies
	The Institute of Electrical and Electronics Engineers, Inc. (IEEE)
	National Society of Professional Engineers (NSPE)
	American Society of Mechanical Engineers (ASME)
	American Society of Civil Engineers (ASCE)
	American Institute of Chemical Engineers (AICHE)
	Japan Society of Civil Engineers

	APPENDIX B: Bibliography
	General Books on Engineering Ethics
	Journals with Articles on Engineering Ethics and Cases
	Websites

	Index
	A
	B
	C
	D
	D
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W




